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3
Rationale

The document of NFV management and orchestration [3] has been placed in the public area of the ETSI website. Based on the definitions in [3], fault management of virtualized network functions is allowed to have too much flexibility for operation of virtualized networks comprised of multiple vendors’ products.
This paper discusses how the virtualized 3GPP network could be efficiently operated from the perspective of fault management.
3.1
Definition of fault management in ETSI MANO group specification

In section 4.5.1 of the document [3], the fault and performance management is defined as follows;
Fault correlation and root-cause analysis are processes that determine the reason for faults conditions and the impact of fault conditions. Once correlated and analysed, the correlated fault information helps determining the necessary corrective actions, and it helps triggering such actions at one or more fault resolution points, within the NFV Framework [NFV003] or outside the NFV Framework (e.g., OSS).
Fault correlation can be centralized or distributed among multiple functional blocks, and no assumption is made here regarding either. Ideally, faults should be analysed and resolved as soon as possible, hence at the functional block that has sufficient information to perform the root-cause analysis and correlation and to determine the necessary corrective action.
For NFV functional blocks each role related to fault management is defined as follows in section 5.4 and 5.5;

5.4.1
NFV Orchestrator (NFVO)

Network Service instantiation and Network Service instance lifecycle management, e.g., update, query, scaling, performance measurements, event collection and correlation, termination
5.4.2
VNF manager (VNFM)

VNF instance-related collection of NFVI performance measurements and faults/events information, and correlation to VNF instance-related events/faults
5.4.3
Virtualised infrastructure manager (VIM)

collection and forwarding of performance measurements and faults/events information relative to virtualised resources
5.5.1
Element management (EM)

Fault management for the network functions provided by the VNF

5.5.2
Operations Support System / Business Support System (OSS/BSS)
The OSS/BSS are the combination of the operator’s other operations and business support functions that are not otherwise explicitly captured in the present architectural framework, but are expected to have information exchanges with functional blocks in the NFV-MANO architectural framework. OSS/BSS functions may provide management and orchestration of legacy systems and may have full end to end visibility of services provided by legacy network functions in an operator’s network.
Also NFV fault management is defined as follows in Annex B.8;

Fault information may be the result of several different sources of faults: physical infrastructure (i.e. physical NFVI compute, storage, and networking related faults); virtualised infrastructure (e.g., VM-related faults), and application logic (i.e. VNF instance related faults).
When fault information related to the same primary cause is issued by some or all of those multiple sources, it needs to be correlated. In the NFV-MANO architecture, such correlation could happen in multiple places: the NFVO, the VNF Manager, the EM and/or some OSS; the NFV architectural framework has the flexibility to support any of these alternatives, as well as combinations of these alternatives.
While multiple alternatives may be possible, it is not the intent of this section to document all possible fault management operational flows. The definition of the interfaces and policies controlling such interfaces allows for a large variety of alternative flows to be implemented, as per Service Provider and vendor implementation agreements.
[Underlining added by author.]
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Figure B.20: NFV fault management flow
For example, in NFV the expectation is that certain event correlation and resolution will be performed in the VIM, other in the NFVO, other in the VNF Manager, other in the EMS, other in an NMS/OSS – depending on the nature of the event.
The corrective actions will be different, depending on event. Some corrective actions may in fact involve executing some of the VNF instance lifecycle management flows (e.g., VNF scaling, VNF termination) or some of the Network Service instance lifecycle management flows (e.g., Network Service termination).
Through the description above, the current NFV MANO specifications allow too much freedom for fault management. For example, VNF faults can be correlated in several correlation points such as VNFM, NFVO or EM. This may result in correlations that are not fully consistent, and there appears to be no mechanism to assess whether the correlations are consistent. In turn, this may result in information handling discrepancies if the virtualized 3GPP network function is comprised of multiple vendors’ products.
3.2
Possible use case

3.2.1
Description

The use case describes an example of fault management procedure occurred in 3GPP network both for existing architecture based and virtualized architecture based.

3.2.2
Pre-condition
Existing architecture: A network function and related infrastructure (e.g., MME and S/PGW) are provided by single vendor.

· Physical infrastructure: Provided by the vendor-A

· Logical resource (e.g., operation system or network functions): Provided by the vendor-A

· Alarm correlation of network functions and infrastructures is executed by EM
Virtualized architecture (NFV): A network function may be provided by multiple vendors.

· COTS server: Provided by vendor-B

· Virtualized infrastructure (computing, storage and networking): Provided by vendor-C

· Virtualized network function (e.g., vMME, vPGW and vSGW): Provided by vendor-D
· Alarm correlation of network functions is executed by EM
· Alarm correlation of infrastructures is executed by another management system(e.g., VIM or NM)

3.3.3
Possible phenomenon

Given a hardware failure happens at a NIC, the fault management procedure will be as follows:
[Existing architecture]

· A communication failure alarm caused by a NIC failure is generated at network function (e.g., MME) and forwarded to EM and
· a link failure alarm caused by a NIC failure is generated at physical infrastructure and forwarded to EM, then

· these alarms are correlated at EM.

[Virtualized architecture]

· A communication failure alarm caused by a NIC failure is generated at virtual network function (e.g., vMME) and  forwarded to EM,

· a link failure alarm caused by a NIC failure is generated at physical infrastructure (e.g., COTS server) and forwarded to a managemet system (e.g., NM) and

· a link failure alarm caused by a NIC failure is generated at virtutal infrastructure (NFVI) and forwarded to another management system (e.g., VIM), then

· these alarms are NOT correlated at single point.
Like as this example, if the alarm correlation points are different per vendor implementation basis, there is a risk of disruption with execution of following recovery action against the failure (e.g., automatic scaling). 
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3.3
Proposed definition in 3GPP

The NFV MANO specification [3] allows indentification of the correlation point per event basis.This means 3GPP can identify appropriate correlation points based on the 3GPP event types defined in Annex.A of  [2].
Table A.1: Event Types
	Event Types
	Explanation

	Communications Alarm
	An alarm of this type is associated with the procedure and/or process required conveying information from one point to another (ITU-T Recommendation X.733 [2]).

	Processing Error Alarm
	An alarm of this type is associated with a software or processing fault (ITU‑T Recommendation X.733 [2]).

	Environmental Alarm
	An alarm of this type is associated with a condition related to an enclosure in which the equipment resides (ITU-T Recommendation X.733 [2]).

	Quality of Service Alarm
	An alarm of this type is associated with degradation in the quality of a service (ITU‑T Recommendation X.733 [2]).

	Equipment Alarm 
	An alarm of this type is associated with an equipment fault (ITU-T Recommendation X.733 [2]).

	Integrity Violation 
	An indication that information may have been illegally modified, inserted or deleted.

	Operational Violation 
	An indication that the provision of the requested service was not possible due to the unavailability, malfunction or incorrect invocation of the service.

	Physical Violation
	An indication that a physical resource has been violated in a way that suggests a security attack.

	Security Service or Mechanism Violation
	An indication that a security attack has been detected by a security service or mechanism.

	Time Domain Violation
	An indication that an event has occurred at an unexpected or prohibited time.


In this study, appropriate fault correlation points should be defined based on the definition above. If necessary, new event type can be added to take the operation of the NFV framework into consideration.
4
Detailed proposal
PseudoCR
	First change
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3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

3GPP Event Correlation Point: The unique point at which information about an event is correlated. 3GPP event types are defined in Annex A of [2].
	End of second change


	Third change


6
Potential requirements
6.1
Requirements for management of virtualized network
6.1.x
Fault management of a virtualized network
The procedure for fault management of virtualized 3GPP network shall be defined on an event type basis. Refer to Annex.A of [2] with regard to the event types.
	End of third change
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6.2
Requirements for management of mixed network
6.2.x
Fault management of a mixed network
The procedure for fault management of the virtualized portion of a mixed network shall be defined on an event type basis. Refer to Annex.A of [2] with regard to the event types. The procedure for Fault management of the non-virtualized portions of a mixed network shall be aligned with [3].
	End of Fourth change
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7.4
Management Procedures
7.4.x
Fault management procedures for virtualized networks
7.4.x.1
Fault management procedures of Virtual Network Functions
7.4.x.1.1
Communications Alarm

7.4.x.1.2
Processing Error Alarm
7.4.x.1.3
Quality of Service Alarm

7.4.x.1.4
Integrity Violation

7.4.x.1.5
Operational Violation

7.4.x.1.6
Security Service or Mechanism Violation

7.4.x.1.7
Time Domain Violation
7.4.x.2
Fault management procedures of Network Functions Virtualisation Infrastructures
7.4.x.2.1
Communications Alarm
7.4.x.2.2
Processing Error Alarm
7.4.x.2.3
Environmental Alarm
7.4.x.2.4
Eqipment Alarm
7.4.x.2.5
Integrity Violation
7.4.x.2.6
Operational Violation
7.4.x.2.7
Physical Violation
7.4.x.2.8
Security Service or Mechanism Violation
7.4.x.2.9
Time Domain Violation
[Editor’s Note]: The managemet flow and sequence are FFS.
[Editor’s Note]: Appropriate event type(s) should be added. The details are FFS.
	End of fifth change
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