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Decision/action requested

Discuss and approve on the text proposal.
2
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3
Rationale

This contribution proposes the use case of MME VNF instance scaling that is to scale up and down the resources according to the need of a MME VNF in order to serve UE entering the networks. This use case is aligned with the VNF instance scaling flow in [1]. 

4
Detailed proposal
	1st Modified Section


X.        References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

 [x]
3GPP TS 36.413, Evolved Universal Terrestrial Radio Access Network (E-UTRAN); S1 Application Protocol (S1AP)
	2nd Modified Section


Y.        NFV Use cases

Y. 1       MME VNF instance scaling up and down
This use case shows how a MME VNF instance can scale up and down the resources according to the need of a MME VNF for serving UE connecting to the networks. This use case is aligned with the VNF instance scaling flow in ETSI NFV MANO [3]. To minimize the impacts to the existing 3GPP management frameworks, this use case assumes that the MME VNF instance scaling is triggered when NM detects that VNF processor usage or data volume counters are above or below certain thresholds.  
Figure Y.1-1 shows the flow of MME VNF instance scaling up and down.
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Figure Y.1-1: MME VNF Instance Scaling up and down
The following lists the steps of MME VNF instance scaling up and down:
1. VNF embeds a monitor function to measure the VNF performance, and then sends the measurements to EM.
2. EM receives the VNF measurements (e.g. MME VNF processor usage, data volume counters), and converts them into Type-2 message format that are sent to NM.
3. NM sends a request to NFVO to scale up or scale down the VNF resources, when NM detects the measurements are above or below certain thresholds, respectively.
4. NFVO validates the request against policy conformance. If the request is validated successfully, NFVO will send the scaling request to VNFM.
5. VNFM executes any needed preparation work, then sends a request to NFVO for resource allocation.

6. NFVO sends a request to VIM to allocate or release (e.g. If the measurements are above threshold, it will increase networking, computing and/or storage resources. If the measurements are below the threshold, it will reduce networking, computing and/or storage resources. The threshold should be set properly to prevent the Ping-Pong effect of scaling up and down.)

7. VIM increases or reduces the networking, computing, and storage resources of MME VNF, according to the scaling up or down request, respectively, and sends an acknowledgement to NFVO.

8. NFVO sends an acknowledgement to VNFM to indicate the completion of resources adjustment.
9. VNFM configures the MME VNF according to the scaling request.
10. VNFM acknowledges the completion of MME VNF instance scaling up/down back to NFVO.

11. NFVO acknowledges the completion of MME VNF instance scaling up/down to NM.

12. NM configures the EM with the adjusted resources for MMW VNF. 
13. MME VNF will update all eNB that are connected to MME VNF with the new weight factor according to the adjusted resources, via "Relative MME Capacity" IE in “MME CONFIGURATION UPDATE” message (see TS 36.413 [x]). 
	End of Modified Section
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