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Decision/action requested

Discuss and approve on the text proposal.
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Rationale

This contribution proposes the use case of MME VNF instance scaling that is to scale in and out the VNF instances according to the need of a MME VNF to serve UE entering the networks. This use case is aligned with the VNF instance scaling flow in [1]. 
4
Detailed proposal
	1st Modified Section


Y.        NFV Use cases

Y. 1       MME VNF instance scaling out
This use case shows how a MME VNF instance can be scaled out when NM detects that the MME VNF instance is overloaded via the threshold crossing events (e.g. MME VNF processor usage or data volume counters are above or below certain thresholds). This use case is aligned with the VNF instance scaling flow in ETSI NFV MANO [3]. To minimize the impacts to the existing 3GPP management frameworks, this use case assumes that the MME VNF instance scaling is triggered when NM detects that VNF processor usage or data volume counters are above certain thresholds. 
Figure Y.1-1 shows the flow of MME VNF instance scaling out. 
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Figure Y.1-1: MME VNF instance scaling out
The following lists the steps of MME VNF instance scaling out:
1. MME VNF instance 1 may embed monitor function to measure the VNF performance, and sends the measurements to EM.
2. EM receives the measurements (e.g. MME VNF processor usage, data volume counters), and converts them into the Type-2 message format that are sent to NM. 
3. NM sends a request to NFVO to scale out a new MME VNF instance (i.e. MME VNF instance 2) when it detects that the measurements are above certain thresholds.
4. NFVO validates the request against policy conformance. If the request is validated successfully, NFVO will send the scaling out request to VNFM.

5. VNFM executes any needed preparation work, then sends a request to NFVO to allocate resource required for the new MME VNF instance.
6. NFVO executes any needed resource pre-allocation, and then sends a request to VIM for resource allocation.
7. VIM allocates the requested computing, storage and networking resources, and sends an acknlowledgement to NFVO.

8. NFVO sends an acknowledgement to VNFM to indicate the completion of resource allocation.
9. VNFM instantiates the MME VNF instance 2, and configures it with any MME VNF specific lifecycle parameters.
10. VNFM notifies EM of the new MME VNF instance 2. EM then configures the MME VNF instance 2 with information required for MME VNF instance operation.
11. VNFM acknowledges NFVCO that the instantiation of MME VNF instance 2 has been completed.

12. NFVO acknowledges NM that the instantiation of MME VNF instance 2 has been completed.

13. NM configures the EM by adding the new MME VNF instance 2 to the MME pool, and informing MME VNF instance 1 about the new the MME VNF instance 2. 
14. MME VNF instance 1 will offload UEs in the ECM-CONNECTED mode to the MME VNF instance 2 by initiating the S1 Release procedure with release cause "load balancing TAU required" [1] thal will request the UE to perform tracking area update to connect to the MME VNF instance 2. 
Y. 2       MME VNF instance scaling in
This use cases shows how a MME VNF instance can be scaled in, when NM detects that MME VNF instances are not overloaded via the notification of threshold crossing events (e.g. MME VNF processor usage or data volume counters). This use case is aligned with the VNF instance scaling flow in ETSI NFV MANO [3]. Figure Y.2-1 shows the flow of MME VNF instance scaling in.
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Figure Y.2-1: MME VNF instance scaling in
The following lists the steps of MME VNF instance scaling in:

1. MME VNF instance 1 and 2 may embed monitor function to measure the VNF performance, and sends the measurements to EM.
2. EM receives the measurements (e.g. MME VNF processor usage, data volume counters), and converts them into the Type-2 message format that are sent to NM
3. NM sends a request to NFVO to scale in MME VNF instance 2 when it detects that the measurements are below certain thresholds, and it does not need both MME VNF instances to support UE in the network.
4. NFVO validates the request against policy conformance. If the request is validated successfully, NFVO will send the scaling in request to VNFM
5. VNFM sends a request to MME VNF 2 to remove the MME VNF instance.

6. MME VNF instance 2 will offload UEs in the ECM-CONNECTED mode to the MME VNF instance 1 by initiating the S1 Release procedure with release cause "load balancing TAU required" thal will request the UE to perform tracking area update to connect to the MME.

7. When MME VNF instance 2 detects that all UE are offloaded to MME VNF instance 1, it will send a notification to VNFM to indicate that the MME VNF instance 2 has been removed. 
8. VNFM sends an acknowledgement to NFVO to indicate the completion of MME VNF instance 2 removal. 
9. NFVO sends a request to VIM to release the resources associated with MME VNF instance 2.
10. VIM deletes the network connections, computing, and storage resources, and sends an acknowledgement to NFVO to indicate the completion of resource deallocation.
11. NFVO acknowledges the completion of MME VNF instance 2 removal to NM.

12. NM configures the EM that the MME VNF instance 2 has been terminated. 
	End of Modified Section
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