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1
Decision/action requested

To align the TR 32.860 with the WID SP-130430.
2
References

[1]
3GPP TR 32.860 Study on Enhancements of OAM aspects of Distributed Mobility Load Balancing (MLB) SON function

[2]
SP-103430 New WID Enhancements of OAM aspects of Distributed MLB SON function

3
Rationale

As the approved work item SP-130430 Ref. [2] is the only input to 3GPP TR 32.860 (so far), the TR shall be totally aligned with the WID. Therefore, such clarifications and references to specifications standardizing D-MLB have been proposed.
The 3GPP TS 32.522 specifies the location of SON decision algorithm of the load balancing at the eNB. This is the so-called D-MLB, identified by this TR as the subject of investigation: In case potential areas of improvement are identified, propose possible solutions. 
Since the D-MLB algorithm is vendor-specific and its implementation behaviour is not known by TR writers, the TR writers may need to make assumptions of D-MLB implementation behaviour to support validity of Problem Statements (of D-MLB performance) that would call for the use of the Hybrid SON configuration.  
Also fault corrections have been proposed.
4
Detailed proposal

The proposal is to align the text in the scope with the WID [2]. The use of standardized instead of specified is to avoid the discussions like if text in TRs are standardized or not.

As the WID [2] is restricted to standardized solutions, the solutions assumed/proposed need references to standards. However, the author(s) has not always found any suitable reference, why the references are to be filled in. If they cannot be filled in the text should be deleted as it then is a non standardised solution.
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1
Scope

The present document aims the following: 
· Identify whether Distributed SON (D-SON) Mobility Load Balancing (MLB) as currently standardized in 3GPP can be improved;
· In case potential areas of improvement are identified, propose possible solutions.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
3GPP TS 32.522: "Telecommunication management; Self-Organizing Networks (SON) Policy Network Resource Model (NRM) Integration Reference Point (IRP); Information Service (IS)".
[3]
3GPP TS 36.423: "Evolved Universal Terrestrial Radio Access Network (E-UTRAN); X2 Application Protocol (X2AP)".
[4]
3GPP TS 36.314: "Evolved Universal Terrestrial Radio Access (E-UTRA); Layer 2 - Measurements".
[5]
NGMN P-SmallCell Work Stream 2 (WS2) Recommended Practices for Multivendor SON Deployment: http://www.ngmn.org/uploads/media/P-Small_Cells_WS2_Multivendor_Recommended_Practices_v1_0.pdf
[x]
3GPP TS XX.XXX: "Specification name"
[y]
3GPP TS YY.YYY: "Specification name"
[z]
3GPP TS 32.425: "Telecommunication management; Performance Management (PM); Performance measurement Evolved Universal Terrestrial Radio Access Network (E‑UTRAN)
[a]
3GPP TS 32.500: "Telecommunication Management; Self-Organizing Networks (SON); Concepts and requirements"
3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. 
A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

Hybrid SON: Defined in 3GPP TS 32.500 [a].
3.2
Symbols

For the purposes of the present document, the following symbols apply:

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

D-SON
Distributed - Self-Organizing Networks
D-MLB

Distributed Mobility Load Balancing 

OAM
Operations, Administration and Management or Operations, Administration and Maintenance (OA&M or OAM)

MLB
Mobility Load Balancing

SON
Self-Organizing Networks

TNL

Transport Network Layer
4
MLB SON function
4.1
Background

The objective of Mobility Load Balancing (MLB) is to distribute cell load evenly among adjacent cells or to transfer part of the traffic from congested cells to other cells so that radio resources remain highly optimised, see 3GPP TS XX.XXX Ref. [x]. 

In MLB, this is done by self-optimization of the standardized mobility parameters.  For example, the handover and cell selection standardized parameters can be tuned in order to cope with the unequal traffic load and to minimize the number of handovers and redirections needed to achieve the load balancing, see 3GPP TS 36.423 Ref. [3].  

SON procedures for MLB must be implemented locally at the eNB level and communicate over X2 interface to overcome processing delays and enable a fast adaptation to changing conditions. 

The 3GPP TS 32.522 [2] specifies the location of SON decision algorithm of the load balancing at the eNB. This is the so-called D-MLB, identified by this TR as the subject of investigation: In case potential areas of improvement are identified, propose possible solutions.
4.2
Use cases

4.2.1
Use Cases related to multi-vendor HetNet

4.2.1.1
Background

One of the most likely deployments where the MLB is expected to play a vital role is in the Heterogeneous Network (HetNet) or multi-layered network deployments. HetNets are adopted primarily for improving capacity and coverage in areas with unequal user distribution. 

Typically small cells are deployed to provide extra capacity in areas with dense user demand while macro-cells are used to provide coverage in the remaining areas.

[image: image1]
Figure 4.2.1.1-1: System architecture – Distributed MLB in multi-vendor HetNet
A key area that requires operator's attention in such HetNets is the inter-layer coordination for efficient radio resources assignment, in a deployment scenario where different layers of base stations may be provided by different suppliers (see figure 4.2.1.1-1).
4.2.1.2
Load Information Exchange Interoperability issues

The architecture in figure 4.2.1.2-1 assumes that the Load Balancing SON function is located at EM or eNB level for both Macro and Small cell vendors. 
In this case each vendor would have implemented standardized 3GPP X 2 interfaces 3GPP TS 36.423 [3] and would be able to support  the X2 procedures for inter-working purposes. 
However, possible interoperability issue may arise from the fact that vendors are free to run any load balancing algorithm at any timescale, with any load metrics [5]. Without coordination, the load balancing action might or might not conflict between vendors. 

Hence, in general the main challenges for multi-vendor interoperability over X2 in this deployment scenario are:

· Alignment of supported 3GPP optional signalling; 

· Alignment of exchanged parameters value meaning;
· Alignment of timing for function monitoring and reporting. 
It should be highlighted here that in a single vendor environment load balancing entities could be easily aligned, hence most of the above interoperability issues and challenges can be avoided. 

An insight analysis of the details of possible interoperability challenges associated with Load Balancing SON mechanism in multi-vendor HetNets deployments is provided below:

Interface related observations: Load Information Exchange 

The X2AP provides a range of functions including Load Management. This function is used by eNBs to indicate resource status, overload and traffic load to each other.

An eNB should support the following X2AP elementary procedures and messages for exchange of load information:

-
X2AP Resource Status Reporting Initiation

-
RESOURCE STATUS REQUEST

-
RESOURCE STATUS RESPONSE

-
RESOURCE STATUS FAILURE

-
X2AP Resource Status Reporting

-
RESOURCE STATUS UPDATE

3GPP TS 36.423 (X2AP) [3] defines the RESOURCE STATUS UPDATE message containing the following measurement Information Elements (IEs) for reporting of cell load (as highlighted in Table 4.2.1.2-1). 
This message is sent by one eNB to neighbouring eNB to report the results of the requested load-related measurements.

Table 4.2.1.2-1: X2AP RESOURCE STATUS UPDATE
	IE/Group Name
	Presence
	Range
	IE type and
 reference
	Semantics 
description
	Criticality
	Assigned 
Criticality

	Message Type
	M
	
	9.2.13
	
	YES
	ignore

	eNB1 Measurement ID
	M
	
	INTEGER (1..4095,...)
	
	YES
	reject

	eNB2 Measurement ID
	M
	
	INTEGER (1..4095,...)
	
	YES
	reject

	Cell Measurement Result
	
	1
	
	
	YES
	ignore

	>Cell Measurement Result Item
	
	1 to maxCellineNB
	
	
	EACH
	ignore

	>>Cell ID
	M
	
	ECGI

9.2.14
	
	
	

	>>Hardware Load Indicator
	O
	
	9.2.34
	
	
	

	>>S1 TNL Load Indicator
	O
	
	9.2.35
	
	
	

	>>Radio Resource Status
	O
	
	9.2.37
	
	
	

	>>Composite Available Capacity Group
	O
	
	9.2.44
	
	YES
	ignore

	>>ABS Status
	O
	
	9.2.58
	
	YES
	ignore


Issue#1

The type of load information can be requested by the source eNB, via the Report Characteristics IE in the X2AP message RESOURCE STATUS REQUEST. If the target eNB is capable of providing the requested type of load information, it shall initiate the corresponding measurement and send RESOURCE STATUS RESPONSE. 
Otherwise, it shall send RESOURCE STATUS FAILURE, or alternatively, in case of partial failure, the target eNB may send RESOURCE STATUS RESPONSE with a specific failure cause.

A possible failure of Resource Status Reporting Initiation can happen due to non-supported load information by the target eNB, i.e. the target eNB does not implement the standard. 
Issue#2

Hardware Load Indicator and S1 TNL Load Indicator can take 4 values (low, mid, high, overload). 
The definition of HW/S1 TNL Load is not standardized, neither is how to map a measured HW/S1 TNL Load to the HW/S1 TNL Load Indicator value. 
Radio Resource Status (PRB usage) is carried in the Radio Resource Status IE. 
The PRB usage definition is standardised in 3GPP TS 36.314 [4], therefore no interoperability problems associated with this load measurement type are expected.

Composite Available Capacity (scaled at 0 to 100) can be used for carrying any combined, operator-specific load metric and calculation formula for composite available capacity can vary between vendors.
Issue#3 
The metric used by SON Load Balancing can be calculated differently by each vendor. It is typically derived from a combination of Load Measurements from X2 and internal measurements.

4.2.1.3
D-MLB algorithms misalignment 

4.2.1.3.1
Problem statement
The following example includes two eNBs from different vendors in which D-MLB decision algorithms are not aligned. Then the eNBs exchange correct X2 messages and properly understand each other, but real load balancing may not happen. To make the case stronger, in this example two eNBs D-MLBs are using similar algorithms and only configuration parameters of the algorithm are different:

-
Cell eNB#1 (vendor #1), stops accepting offload requests when it is loaded over 70% and tries to offload when it is over 85% 

-
For Cell eNB#2 (vendor #2) these thresholds are 80% and 90%. 

The load is measured using one of metrics defined in TS 32.425 or their derivatives (average, peak etc.) or proprietary metrics. For the purpose of comparison it is assumed that 100% of load at the Cell eNB#1 are equivalent to 100% of load at the Cell eNB#2. 
Suppose that eNB#1 is at 70% and eNB2 goes over 90%. Then eNB#2 will permanently try to offload and eNB#1 will be rejecting offload requests. No load balancing actions will happen.
This example makes the following assumption about vendor-specific D-MLB algorithm behaviour:
1. eNB#1 will stop accepting offload requests when loaded over 70%. It will not instruct eNB#1 internal function to discard non-GBR traffic so it can accept offload requests.
4.2.1.4
D-MLB Non-uniform load distribution
4.2.1.4.1
Problem statement
The figure below shows an example where the load levels are expressed in percent of fully loaded cell. Load metrics defined in the TS 32.425 [z] could be used as load level indicators. In particular, the load level can be indicated by average percentage of PRB utilization as defined in TS VV.VVV [V]. 

The load situation is signalled to neighbour eNBs over X2 interface as defined in TS 36.423 [3]. 

Suppose that the eNBs are using the following algorithm based on two thresholds (which are not specified in standards):

-
Suppose that all cells stops accepting offload requests when it is loaded over L=70% and tries to offload when it is over H=80%.
Cell eNB#2 and Cell eNB#3 are potential offload targets for Cell eNB#1. Suppose that behind Cell eNB#3 there is Cell eNB#4 with low load. Then Cell eNB#2 and Cell eNB#3 will not offload to Cell eNB#4. It should be noted that Cell eNB#4 is not a neighbour of Cell eNB#1 so there is no X2 connection between them; therefore the load situation at Cell eNB#4 is not visible to Cell eNB#1. In this situation Cell eNB#1 will try to offload to Cell eNB#3 and Cell eNB#2, but these requests will be rejected  The load distribution will remain far from uniform; the max:min ratio in this case will be 3:1.
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This example makes the following assumptions about vendor-specific D-MLB algorithm behaviour:
1. Cell eNB#3 and/or Cell eNB#2 will stop accepting offload requests when loaded over 70%. They will not instruct their internal functions to discard non-GBR traffic so they can accept offload requests.
2. Cell eNB#3 and/or Cell eNB#2 will not try to offload some of their loads to cell eNB#4 when they themselves know they would reject any incoming offload requests.
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