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Decision/action requested

The document gives some suggestions on requirments of fault management to TR32.861. 
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Rationale

New study on Application and Partitioning of Itf-N was approved in 3GPP TSG SA Meeting #61. Specification framework (i.e. TR 32.861) for this study was accomplished in SA5 Meeting #93. At SA5 Meeting #94, China Mobile has submitted a document on concepts and architecture of TR 32.861. Delegetes suggest the pCR should be specified from FM, CM, and PM aspects. This meeting some suggestions on FM for Itf-N will be raised as following.
4
Detailed proposal
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Introduction
5.1 General description
The large number of IRPs reflects the large number of diverse network management domains, services and solutions which are required to satisfy all operators’ needs taken as a whole. However, not all operators require all network management domains services and solutions defined by the IRPs. In a given context one operator may require a subset of these IRPs for its Itf-N interface (for management of its network), while another operator may require a full set.
This study consists of Fault Management, Performance Management and Configuration Management.
5.2 Fault Management
(Quote from TS32.111-1-c00 Introduction)
“A 3G system is composed of a multitude of Network Elements (NE) of various types and, typically, different vendors, which inter-operate in a co-ordinated manner in order to satisfy the network users' communication requirements. 
The occurrence of failures in a NE may cause a deterioration of this NE's function and/or service quality and will, in severe cases, lead to the complete unavailability of the respective NE. In order to minimize the effects of such failures on the Quality of Service (QoS) as perceived by the network users it is necessary to:

· detect failures in the network as soon as they occur and alert the operating personnel as fast as possible;

· isolate the failures (autonomously or through operator intervention), i.e. switch off faulty units and, if applicable, limit the effect of the failure as much as possible by reconfiguration of the faulty NE/adjacent NEs;

· if necessary, determine the cause of the failure using diagnosis and test routines; and,

· repair/eliminate failures in due time through the application of maintenance procedures.

This aspect of the management environment is termed "Fault Management" (FM). The purpose of FM is to detect failures as soon as they occur and to limit their effects on the network Quality of Service (QoS) as far as possible.”

5.3 Performance Management.
5.4 Configuration Management
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Application of Network Management Requirements

6.1 Fault Management
Considering the purpose referred in  clause 5, the following requirements are proposed:





6.1.1 Real-time forwarding of event reports
(Quote from TS32.111-1-c00 clause 5.2.2)
“If the Itf-N is in normal operation (the NM connection to the subordinate entities is up), alarm reports are forwarded in real-time to the NM via appropriate filtering located in the subordinate entity. These filters may be controlled either locally or remotely by the managing NM (via Itf-N) and ensure that only the event reports which fulfil pre-defined criteria can reach the superior NM. In a multi-NM environment each NM shall have an own filter within every subordinate entity which may generate notifications.”
6.1.2 Real-time forwarding of Alarm clearing message
(Quote from TS32.111-1-c00 clause 5.2.3)
“On the Itf-N, alarm reports containing the value "cleared" of the parameter perceivedSeverity are used to clear the alarms. The correlation between the clear alarm and the related active alarms is performed by means of unambiguous identifiers.

This clearing mechanism ensures the correct clearing of alarms, independently of the (manufacturer-specific) implementation of the mapping of alarms/state change events in accordance with the information model of the Itf-N.”

6.1.3 Retrieval of current alarm information on NM request
(Quote from TS32.111-1-c00 clause 5.3.1)
“The present document defines a flexible, generic synchronization procedure, which fulfils the following requirements:

· The alarm information provided by means of the synchronization procedure shall be the same (at least for the mandatory parameters) as the information already available in the alarm list. The procedure shall be able to assign the received synchronization-alarm information to the correspondent requests, if several synchronization procedures triggered by one NM run at the same time.

· The procedure shall allow the NM to trigger the start at any time and to recognize unambiguously the end and the successful completion of the synchronization.

· The procedure shall allow the NM to discern easily between an "on-line" (spontaneous) alarm report and an alarm report received as consequence of a previously triggered synchronization procedure.

· The procedure shall allow the NM to specify filter criteria in the alignment request (e.g. for a full network or only a part of it.

· The procedure shall support connections to several NM and route the alignment-related information only to the requesting NM.
· During the synchronization procedure new ("real-time") alarms may be sent at any time to the managing NM.

· If the EM loses confidence to its alarm list and rebuilds it, then the EM shall indicate to the NM that the alarm list have been rebuilt. If the rebuild of the alarm list only concerns alarms for e.g. one NE then the EM may indicate that it is only that part of the alarm list that has been rebuilt. In the latter case the NM may use the knowledge that only a specific subset of the alarm list have been rebuilt to perform a partial resynchronization using filters. “”
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