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1 Decision/action requested

Discussion paper for the proposed new WI “Enhancements of OAM aspects of Distributed SON functions”
2 References
[1]
3GPP TS 32.522 V11.6.1 (2013-06). Self-Organizing Networks (SON) Policy Network Resource Model (NRM) Integration Reference Point (IRP); Information Service (IS) (Release 11)
3 Enhancement of Distributed SON OAM Interface

Deployment of Distributed SON functions creates additional elements that should be configured and monitored. For automation of these operations a centralized Self-Optimization Monitoring and Management Function can be used. Overall efficiency of the network depends on the interface between this function and Distributed SON functions.

3.1 Analysis
The centralized Self-Optimization Monitoring and Management Function can help in alleviating some Distributed SON efficiency problems caused by deployment irregularities, such as irregularities in sites location, in cell size (especially for HetNet), in inter-eNB physical neighbour relations, size of the network domain, presence of equipment produced by different vendors. For such irregularities, efficiency of Distributed SON may be affected in the following aspects

· Limited network visibility and limited area of control, hence question of convergence

Typically an instance of Distributed SON has access to measurements and KPIs only within a single eNodeB, possibly with addition of close neighborhood. This limitation may cause e.g. a “chain reaction” when change in operational parameters of eNB #1 triggers changes in eNB#2 which triggers change in eNB#3 etc. Efficiency of Distributed SON operations strongly depends on convergence of the whole network domain to certain state in which domain-wide KPIs reach their optimum. Such convergence however cannot be taken for granted, especially in case when the network domain is large and/or deployment is irregular and/or equipment from multiple vendors is involved. 

· Local optimization vs. global optimization

Even in case when the network domain is converging to certain state, it is not necessarily the optimal state 

· Limited set of information sources and controlled parameters

Typically Distributed SON functions are using only a subset of possible measurements and a subset of possible controlled parameters therefore not necessarily they reach optimum. For example, ICIC does not necessarily change power allocation parameters in the DL or tilt angle

· Incomplete interoperability over X2 interface between Distributed SON functions from different vendors

Since 3GPP specifies only inter-eNB signaling, but not algorithms, eNBs from different vendors may respond to same signals differently. For example, ICIC is a distributed RRM algorithm built on top of the (proprietary) local scheduling algorithm. It can be assumed that ICIC signals trigger certain changes in operations of the local scheduler. Therefore reaction of eNBs from different vendors to identical signaling will be in general different. If eNB1 and eNB2 came from different vendors, reaction of eNB2 to ICIC signals from eNB1 generally cannot be foreseen by eNB1.

3.2 Proposed solution
Many of above problems can be solved by introducing a centralized entity with combined functionality of NM-based SON and Self-Optimization Monitoring and Management Function, capable of the following: 

· Configure operations of Distributed SON instances and monitor their operations 

· In case when Distributed SON operations result in undesired network behaviour, intervene as provisioned by the network operator i.e. identify the affected area and reconfigure Distributed SON operations in the area. In critical cases Distributed SON operations will be disabled and the centralized entity will take over SON operations in the area
The following are examples 

·  Limited network visibility, hence question of convergence; Local optimization vs. global optimization

The centralized entity can configure such initial state that would be close to the optimal at the involved network nodes; such configuration will speed up further convergence to the optimal state. For example, for MLB, the centralized entity can set HO and reselection parameters as a starting point for the Distributed SON MLB function 

Monitoring of Distributed SON operations will help to identify problems in convergence such as oscillation of parameters, “chain reaction” or ping pong. One possible solution will be to split the network domain into sub-domains and limit Distributed SON operations to internals of the sub-domains while the boundaries between sub-domains will be excluded or directly managed (optimized) by the Centralized SON function. This approach can be particularly applied to MLB.
· Limited set of information sources and controlled parameters

The centralized entity will be aware of the state of all related parameters therefore will be able to control the situation. For example, in case of ICIC, the centralized entity will manage power allocation parameters and tilt angle in a slow manner; after every such change, the ICIC configuration will be re-configured accordingly.
· Incomplete interoperability over X2 interface between Distributed SON functions from different vendors

The centralized entity will be able for example to split the network domain into sub-domains of single vendor and limit Distributed SON operations to the internals of the sub-domains while the boundaries will be managed by the Centralized SON function. Then there will be no X2 signaling between eNBs from different vendors where interoperability of particular Distributed SON function is in question.

4 Analysis of existing specifications 
Existing specifications particularly TS 32.52x include certain concept and data model for OAM interfaces of Distributed SON functions, particularly the part of optimization goals and targets. However for efficient management of Distributed SON functions some elements are missing or insufficient; the following is a list of examples:

· In some cases optimization goals are unclear; for example in MLB the optimization goal refers to “undesired traffic load distribution” which has no definition. In other cases definition of the goal is missing, for example in Handover Parameter Optimization Function, 32.522, 4.3.
· In some cases definition of policies is ambiguous in what function should be minimized. For example, MLB policies in 32.522, 4.2 are: 1) “to cope with undesired traffic load distribution” and 2) “to minimize the number of handovers and redirections needed to achieve the load balancing”. These two goals are in some sense opposite as to achieve better load distribution (whatever it is) normally more handovers and redirections are needed 

· The OAM interface of Distributed SON functions in some cases do not provide the IRPManager with means to check whether the configured set of optimization targets is achievable, for example in MLB and RACH Optimization Function. Then the question is what will be the behaviour of the SON function if non-achievable targets are set
· No provisioning for notifications in case when e.g. the optimization target is not achieved

· Policies for Interference Control Function are not defined

· For some of Distributed SON functions the OAM interface lacks parameters that would define the range allowed for controlled parameters, for example in Handover Parameter Optimization Function, Load Balancing Optimization Function
· In MLB, the list of configuration parameters (targets) does not include parameters directly related to load like the target (maximum) PRB utilization, while the corresponding X2 signalling is using this type of information. 

· Capabilities allowing the IRPManager to manage tradeoffs are not identified e.g. for tradeoff between coverage and capacity, HO-based load balancing and rate of handovers etc.

· … etc. 

5 Summary of the Proposed Solution

For automation of configuration and monitoring of Distributed SON and alleviation of the problems identified in the Justification part, the following approach is proposed.

· Introduce a centralized entity with combined functionality of NM-based SON (as defined in SA5 specifications) and Self-Optimization Monitoring and Management Function (SO_MMF_NM, see TS 32.500, 32.521)

· This entity, using properly defined elements of Itf-N Type 2 interface, shall be able to

A. Configure operations of Distributed SON instances

B. Monitor operations of Distributed SON instances 

C. Intervene in cases provisioned by the network operator. Such automatic intervention may include one or more of the following: 

i) identification of the area where Distributed SON operations resulted in undesired network configuration or state

ii) reconfiguration of Distributed SON operations in the area

iii) in critical cases, disabling Distributed SON operations in the area and using Centralized SON capabilities to take over SON operations in the area, where no SON operation exists or distributed SON operations is disabled using Centralized SON capabilities

6 Work Item Phases

To address above operational scenarios A – C, it is proposed first to perform a study to identify use cases, per operational scenario and per Distributed SON function. For every use case, consistency of existing management elements shall be verified and potential new elements shall be identified to be available over Itf-N: 

· Performance measurements and Radio measurements, performed by UE or network 

· Alarms and notifications
· Traces, including potentially MDT traces

· OAM capabilities needed to enable corresponding operations of the centralized entity. 

Based on the outcome of the study, extend and/or modify SA5 specifications to include the identified new elements and/or ensure consistency of existing elements.
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