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1
Decision/action requested

The group is asked to agree to the proposed changes.
2
References

[1]
S5-130871
Pre-SA5#89 stand of MUPPET Super-CR to 32501
[2]
S5-130303
MvPnC Use Case Clarifications
[3]
IEEE Std. 802.1Q-2011, Media Access Control (MAC) Bridges and Virtual Bridge Local Area Networks
3
Rationale

The current version of the MUPPET Super-CR [1] contains a “FFS” on the meaning of “The eNB uses the default VLAN”. This wording was agreed following the analysis in [2] on different options for “finding the correct VLAN” and was meant to correspond to the option of “sending traffic either tagged with a defined VLAN ID or untagged”. The objective of the proposed change is to clarify the open “FFS”.

Depending on the deployment scenario, the port of the access switch/router to which the new eNB is connected may have been configured to either “access mode” or “trunk mode”. If in “access mode”, the port can only have one VLAN configured, whose traffic is generally transmitted untagged over the link. If in “trunk mode”, the port can have multiple VLANs configured, whose traffic is transmitted IEEE 802.1Q [3] encapsulated (tagged) with a corresponding VLAN ID (VID). In “trunk mode”, IEEE 802.1Q allows one VLAN to be configured as the “native VLAN”, whose traffic is also sent untagged over the link. In other words, in both cases, the configuration of the access switch/router determines which VLAN untagged traffic are associated with.
The proposed change is therefore to replace “default VLAN” in Step 1 of the use case with “native VLAN” and add the explanation that this refers to sending/receiving untagged traffic.

4
Detailed proposal

	First Modified Section


6.4.3
Use case Multi Vendor Plug and Connect eNB to network
	Use Case Stage
	Evolution / Specification
	<<Uses>>

Related use 

	Goal
	After physical installation, connect the eNB to its initial Element Manager and to the Core Network(s) as automatically as possible. 
	

	Actors and Roles
	eNB as user
	

	Telecom resources
	eNB; IP networks: Non-Secure Operator Network, External Network, and its elements like DHCP server optionally DNS, CA/RA servers, Security Gateway(s) (each protecting one or more Secure Operator Networks), Secure Operator Network(s) including Element Manager(s), Core Network(s) 
	

	Assumptions
	There is a functional power supply for the eNB.
There may be one or more IP Autoconfiguration Services like DHCP and Router Advertisements and zero or more DNS servers.
	

	Pre conditions
	The eNB is physically installed. 

IP connectivity exists between the involved telecom resources. 

The involved telecom resources are functional.
The relevant information is stored and available:
· Vendor Certificate at the eNB

· Operator Certificate at the CA/RA

· For the External Network or Non-Secure Operator Network:

· (Outer) IP autoconfiguration information at the IP Autoconfiguration Service

· FQDN of the initial OAM SeGW at the eNB
  and/or
FQDN or IP address of the initial OAM SeGW at the IP Autoconfiguration Service

· FQDN of the CA/RA servers at the eNB
  and/or
FQDN or IP address of the CA/RA servers at the IP Autoconfiguration Service

· If FQDNs need to be resolved, corresponding IP address(es) at the DNS server(s)
· For the Secure Operator Network:

· (Inner) IP autoconfiguration information at the IP Autoconfiguration Service [FFS: whether at initial OAM SeGW or DHCP Server of the Secure Operator Network]

· FQDN or IP address of the initial EMS at the [FFS: eNB and/or DHCP Server of the Secure Operator Network]

· If  FQDNs need to be resolved, corresponding IP address(es) at the DNS server(s)
· Configuration and software for the eNB at the EM(s)

	

	Begins when 
	The eNB is powered up.
	

	Step 1 (M)
	The eNB uses the native VLAN to start communicating on, where PnP traffic is sent and received untagged. 
	

	Step 2 (M)
	The eNB acquires its IP address through stateful or stateless IP autoconfiguration. This may provide 0 or more DNS server addresses.
	

	Step 3 (M)
	The eNB acquires the IP address of the CA/RA server. The FQDN of the CA/RA server may be pre-configured in the eNB or the FQDN or IP address of the CA/RA server may be provided by the IP Autoconfiguration Service. FQDNs are resolved through the DNS if necessary.
	

	Step 4 (M)
	The eNB performs Certificate Enrolment.
	

	Step 5 (M)
	The eNB acquires the IP address of the OAM SeGW. The FQDN of the OAM SeGW may be pre-configured in the eNB or the FQDN or the IP address of the OAM SeGW may be provided by the IP Autoconfiguration Service. FQDNs are resolved through the DNS if necessary. 
	

	Step 6 (M)
	The eNB establishes a secure connection (tunnel) to the Security Gateway given by Step 5.

The eNB receives its (inner) IP autoconfiguration information (which may be the same as the outer IP address obtained in step2) and optionally the address of one or more DNS servers within the Secure Operator Network  from the Configuration Parameters of IKEv2 during tunnel establishment.
	

	Step 7 (M)
	The eNB acquires the IP address of the correct Element Manager [FFS: by issuing a DHCP request including the eNB’s vendor information or by resolving a FQDN including the eNB’s vendor information via DNS].
	Secure connection

	Step 8 (M)
	The eNB establishes a connection to the provided EM and acquires its configuration and software if any. 

The configuration may contain an address to another EM that this specific node shall use as EM.

The configuration may contain an address to another SeGW that should be used before connecting to the EM.

The eNB may then

- release the connection to the current EM and OAM SeGW and then restart (returning to step 1),

- release the connection to the current EM and OAM SeGW and then return to step 6,

- release the connection to the current EM and then repeat step 8, or

- continue with step 9.
	Secure connection

	Step 9 (M)
	The eNB establishes a connection to the Core Network(s) using the transport (VLAN ID, IP addresses) and security parameters provided in step 8.
	

	Ends when
	Ends when all mandatory steps identified above are successfully completed or when an exception occurs.
	

	Exceptions
	One of the steps identified above fails.
	

	Post Conditions
	One or more secure connections exist between the eNB and the Element Manager and the Core Network(s). Via the connection to the Element Manager the eNB can receive further instructions to become operational and carry user traffic, e.g. the administrativeState is set to “unlocked”.
	

	Traceability
	All requirements of clause 5.2 and 6.5.3 .
	


Table 6.4.3-1

Editor’s note: The CA/RA server itself may be protected by a SeGW.
Security aspects – e.g. prevention of unauthorized network access and of fake parameters supplied to the eNBs etc.  -have special importance. Security related sub-steps to establish secure connections are not shown in table 6.4.3-1. More security aspects are described in a specific chapter (see clause 4.3.3). 

	End of Modifications
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