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1
Decision/action requested

This Discussion paper proposes to discuss about the ongoing IETF drafts in order to collect preliminary feedback for potential applicability on Charging Interfaces or not
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Rationale

There are currently two ongoing IETF drafts, draft-korhonen-dime-ovl-01 [3] and draft-roach-dime-overload-ctrl-02 [4] proposed as solution for Diameter Overload Control in IETF. 
3GPP CT4 is currently considering relying on an IETF solution for the 3GPP Overload control mechanism, and these two drafts will likely be part of current process of evaluation for this. 
This Discussion paper proposes to provide high level view of these IETF solutions, in order to collect some preliminary feedback from the SA5 group on the different principles adopted by these IETF drafts, and at least to bring attention to SA5 on ongoing work. 

3.1
High level description of existing drafts
3.1.1
IETF draft-korhonen-dime-ovl (DOCA)
This solutions defines a dedicated application DOCA for the purpose of Diameter overload/load exchange.
End to end mechanism, as DOCA application messages are between a client and a server, with intermediate Diameter proxies which may inspect the DOCA related AVPs and inject its own information.

New DOCA commands  DOCA-Report-Request to report overload  condition information and  DOCA-Report-Answer MAY piggyback overload condition (for reverse direction reporting)

New AVPs:

  OC-Information  ::= < AVP Header: TBD3 >

                       { OC-Origin }

                       { OC-Best-Before }

                       [ OC-Level ]

                       [ OC-Algorithm ]

                       [ OC-Sending-Rate ]

                       [ Vendor-Id ]

                       [ OC-Applications ]

                       [ Product-Name ]

                       [ OC-Utilization ]

                       [ OC-Priority ]

                     * [ AVP ]

Overload Control scope “OC-Scope” : Host, Realm, Only origin realm, Application information, Node utilization information, Application priorities.
3.1.2
IETF draft-roach-dime-overload-ctrl 
The solution is described as intended to satisfy the requirements described in draft-ietf-dime-overload-reqs-06 [2] with with the exception of REQ 34, which is the REQ 35 of draft-ietf-dime-overload-reqs-05 [1]:
REQ: The mechanism SHOULD provide a method for exchanging overload and load information between elements that are connected by intermediaries that do not support the mechanism
Key aspects of IETF Overload Control described by draft-roach-dime-overload-ctrl-02 [4] are mainly: 

A mechanism based on hop-by-hop basis, considering Diameter Agents (DA) between the Diameter Client and the Diameter server. See picture below:
(Origin-Host=client.example.net)        (Origin-Host=client.example.net)

(Origin-Realm=example.net)              (Origin-Realm=example.net)

(Destination-Realm=example.com)         (Destination-Realm=example.com)

                                       

      +------+      ------>      +------+      ------>      +------+

      |      |     (Request)     |      |      (Request)    |      |

      |Client+-------------------+ DA   +-------------------+Server|

      |      |                   |      |                   |      |

      +------+     <------       +------+     <------       +------+

     example.net    (Answer)   example.net     (Answer)   example.com

          

   (Origin-Host=server.example.com)      (Origin-Host=server.example.com)

   (Origin-Realm=example.com)            (Origin-Realm=example.com)

Load and overload information to be exchanged only between adjacent nodes, i.e forwarding messages (request or anwer) by a Diameter Agent with removal information received from the previous hop, and add own load and overload information.
“Scopes” are associated to overload information to indicate a subset of requests to which overload information is to be applied, and following scopes are introduced, provided individually or combined: Destination-Realm, Destination-Host, Application-ID, Host, Connection, Session-group, session.   
Diameter Client behaviour description provided: on sending requests (applying overload algorithm..), Diameter server sending an answer (inserting load/overload information), and also Diameter Agent behaviour when sending/receiving requests/answsers.

Loss-Based Overload Control Algorithm defined as to be the default mandatory to be supported for Nodes supporting overload mechanisms. 
Use of DWR/DWA exchanges for Load and overload information conveyance during times of inter-node quiescence.  

Use of CER/CEA Diameter capabilities exchange for negotiation for support of this mechanism between adjacent Nodes  
New group AVP introduced:

The Load-Info AVP (AVP code 1600) is of type Grouped, and is used as a top-level container to group together all information pertaining to load and overload information. Every Load-Info AVP MUST contain one Overload-Information-Scope AVP, and one Overload-Metric AVP.

The Grouped Data field of the Load-Info AVP has the following CCF grammar:

        < Load-Info > ::= < AVP Header: 1600 >
                          < Overload-Metric >
                        * { Overload-Info-Scope }
                          [ Supported-Scopes ]
                        * [ Overload-Algorithm ]
                          [ Period-Of-Validity ]
                          [ Session-Group ]
                          [ Load ]
                        * [ AVP ]

3.2
Diameter Agent consideration 
In the current SA5 Charging specifications, the Diameter Charging Applications are described with the CTF behaving as Diameter Clients, and OCF/CDF behaving as Diameter Servers. 

Until now SA5 specifications do not enter into any topology consideration, nor describe the potential use of Diameter Agents between Diameter Clients and Servers, as considered to be transparent to 3GPP Charging applications functional aspects.  
In order to approach the Overload aspects, it may be worth thinking about how could such Diameter Agent be dealt with, within the 3GPP Charging architecture for Diameter-based Reference Points. This would allow to better tune the SA5 requirements in regard to IETF requirements and solutions.
Especially, in case SA5 expectation is for this Overload Control mechanism to be handled between the Client and the Server, the hop-by-hop approach may not be a suitable solution, nevertheless there may be a need to consider requirements on DAs in the path, e.g to have transparent behaviour.

Also Topology Hiding for Charging architecture would likely also need to be considered in this context.  
4
Detailed proposal

It is proposed to collect the view from the group on the principles adopted by the two IETF drafts for Overload Control Mechanism, and also on consideration of Diameter Agents within Charging architecture in this context. 
