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Decision/action requested

Discuss the proposals and agree on the modifications to the MUPPET Super CR to 32.501.
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Rationale

The current description of the multi-vendor plug-and-play use case in [1] captures the general steps that need to be taken from powering-up an eNB to the state in which it is ready to become operational and carry user traffic. However, these steps are still too high-level and with too many different implementation options to result in an operational plug-and-play solution.

In the following, we provide some further study on the implementation options for several of these steps. The evaluation of these implementation options has been guided by the following design priniciples:

· Connect to the correct EM as early as possible. This limits the amount and complexity of additional mechanisms that need to be standardized in a vendor- and operator-independent manner.

· Be flexible with respect to operators’ different established network architectures, backhaul technologies and processes.

3.1 Establishing Layer 2 Connectivity (Step 1)

VLANs are used for several purposes, including separating traffic of different services, customers, sites and management vs. production network traffic.

This step involves determining the correct VLAN ID to use for the initial connection establishment. Several options are available and in use today:

1) using a default VLAN ID

2) VLAN scanning

3) VLAN discovery via DHCP

4) VLAN discovery via the Link Layer Discovery Protocol (LLDP, [2])

With 1), the eNB would try to establish the initial connectivity sending frames either tagged with a defined VLAN ID or untagged. If necessary, the Provider Edge switch that the eNB connects to could perform port-based tagging to the correct service (S) and customer (C) VLAN tags. This is probably the simplest and fastest approach.

With 2), the eNB would send DHCP Requests on every VLAN ID in sequence and wait for a DHCP Response from the correct VLAN. VLAN scanning increases the eNB initial connection establishment time and generates extra DHCP traffic. Given that the frequency of eNB initial connection establishments is likely low, this may be tolerable if there are deployment scenarios which 1) cannot cover.

With 3), the eNB would send a DHCP Request on the native VLAN. The DHCP server on that VLAN would reply with a DHCP Response that encodes the VLAN ID to use in a vendor option (Option 43). The eNB would then release the DHCP lease and start the initial connection establishment with the provided VLAN ID. This approach is more complex and relies on the availability of a DHCP server that the operator can freely configure, which may not be the case in the deployment scenario in which the eNB connected to an External Network ([1], Figure 4.3.1-2).

With 4), the eNB would discover the VLAN to use based on the Link Layer Discovery Protocol (LLDP, [2]). This approach is more complex and LLDP cannot be assumed to be generally implemented on Provider Edge switches, especially in the deployment scenario of the eNB connected to an External Network ([1], Figure 4.3.1-2).

As a conclusion, the proposed method of determining the correct VLAN for initial connection establishment is option 1). Should there be scenarios that cannot be covered by option (possibly the one in [3]), option 2) would be a viable alternative.

3.2 Establishing IP Layer Connectivity on the External Network (Step 2)

This step is simple IP autoconfiguration (IP address, subnet mask/prefix, default GW), and both stateful (DHCP based) and stateless (Router Advertisement based) standard solutions exist. It is proposed to support both of them.
3.3 Acquiring the IP addresses of the CA Server / OAM SeGW (Steps 4+5)

There are 3 options of acquiring the respective entity’s IP address:

1) The IP address is provided by the IP autoconfiguration service.

2) A FQDN is provided by the IP autoconfiguration service and resolved to an IP address through DNS.

3) A FQDN is pre-configured in the eNB and resolved to an IP address through DNS.

Option 1) based on DHCP Servers and possibly DHCP Relays is a widely used approach with operators today.

Option 2) is a natural extension of option 1) that would provide the added flexibility of DNS-based load-balancing and traffic steering.

Option 3) is useful in scenarios in which the IP autoconfiguration service is not under operator control. It would also also makes sense when the eNB restarts following a previous initial configuration that assigned a more appropriate FQDN. 

Given that a) all 3 options pertain to valid deployment scenarios, b) their implementation complexity is very low and c) the options are not mutually exclusive, it is proposed to support all of them:

The FQDN or IP address of the CA/RA server and OAM SeGW may be pre-configured in the eNB or provided by the IP autoconfiguration service. FQDNs are resolved through the DNS if necessary.
Note 1: These FQDNs do not need to be vendor-specific, unless there would be one OAM network per vendor (unlikely).

Note 2: These FQDNs do not need to be operator- or PLMN-specific either, because the transport network (even if leased from a third-party) would typically only provide connectivity to the “correct” OAM network.

3.4 Establishing IP Layer Connectivity on the Secure OAM Network (Steps 2+9)

This step pertains to acquiring the IP configuration (IP address, subnet mask/prefix, default GW) for the OAM network accessed through the OAM SeGW. There are two standardized options for doing so:

1) Following IPsec tunnel establishment from an internal DHCP Server using DHCP Relaying on the SeGW [4].

2) During IPsec tunnel establishment through the Configuration Payload of IKEv2 [5].

Option 1) has the advantage that it allows reuse of the DHCP server infrastructure and configuration processes that operators often already have. It also avoids the need of allocating separate IP address pools to SeGWs, which facilitates IP address pool management and SeGW load balancing / failover.

Option 2) has the advantage that it is already the chosen option for Home (e)NodeB security (see [6]).

It is proposed to obtain further feedback from operators before deciding on either option.

Note: IKEv2’s Configuration Payload supports the configuration of IPv4 and IPv6 address (and mask), subnet, DHCP and DNS during IPsec tunnel establishment. It is common practice that the IPsec Remote Access Client uses the provided DHCP server to acquire additional configuration information after IPsec tunnel establishment.
Therefore, if additional IP addresses need to be configured at this stage (e.g. an NTP server or an EM server) a DHCP server is necessary for both options 1) and 2).

3.5 Acquiring the IP address of the correct initial EM (Step 8)

As in Section 3.3, there are 3 options of acquiring the correct initial EM’s IP address:

1) The IP address is provided by the IP autoconfiguration service.

2) A FQDN is provided by the IP autoconfiguration service and resolved to an IP address through DNS.

3) A FQDN is pre-configured in the eNB and resolved to an IP address through DNS.

IP autoconfiguration service in this case would refer to the DHCP server in either of the two options in Section 3.4.

The difference to Section 3.5 is that the returned EM’s IP address needs to be a function of the eNB’s vendor and possibly model. This can be easily achieved with either DHCP or DNS:

· With DHCP: The eNB would send the DHCP Request with a “Vendor Class Option” that includes the vendor name as a key for the lookup. Additionally or alternatively, the “User Class Option” could be used as key. The DHCP server would send a DHCP Response containing the IP address of the matching EM server. Note that sending a response conditioned on the “Vendor Class” or “User Class” is a standard mechanism supported by DHCP servers.

· With DNS: The FQDN would have to contain a vendor specific part.

As a consequence, it is proposed to support either the DHCP based lookup, the DNS based lookup or both, depending on operator preference.
3.6 Software and Configuration update (Steps 9 and 11)

Obtaining the initial software and configuration (step 9) and the final software and configuration (step 11) are essentially repetitions of the same step with different parameters and potentially different SeGWs. Also, the initial configuration may already be the final one, meaning the second step should be optional. It is therefore proposed to use a single, possibly repeated step for software and configuration updates.

If a software or configuration update makes this necessary, it should be left to the vendor whether the eNB requires a restart (from step 1) or whether the connection to the OAM network is simply re-established using the new software and configuration (from a later step). It is therefore proposed to allow different behaviour after a software or configuration update.
Given that the EM supports both software management and configuration based on operator requirements, it seems unnecessary to define another mechanism that duplicates those functionalities. It is therefore proposed to use only the EM for software management and configuration updates.
3.6 Connection Establishment to the Core Network(s) (Step 12)

The requirements for the connection establishment to the core network(s) probably vary a lot between operators and deployment scenarios. This pertains to all aspects from VLAN configuration to whether and how Network Domain Security is provided. Given that this step occurs after configuration by the EM, its mechanism should be outside the scope of the Multi-vendor Plug and Play solution.

It is therefore proposed not to limit the operator’s choice of how to configure the connecion establishment to the core network(s) as part of the Multi-vendor Plug and Play solution.

4
Detailed proposal

It is proposed to make the following changes to [1]:
	First change


6.4.3
Use case Multi Vendor Plug and Connect eNB to network

	Use Case Stage
	Evolution / Specification
	<<Uses>>

Related use 

	Goal
	After physical installation, connect the eNB to its Element Manager and to the Core Network(s) as automatically as possible. 
	

	Actors and Roles
	eNB as user
	

	Telecom resources
	eNB; IP networks: Non-Secure Operator Network, External Network, and its elements like DHCP server,  optionally DNS, CA/RA servers, Security Gateway(s) (each protecting one or more Secure Operator Networks), Secure Operator Network(s) including Element Manager(s), Core Network(s)
	

	Assumptions
	There is a functional power supply for the eNB.
(FFS) There may have two DHCP servers and DNS servers.

There may be one or more IP Autoconfiguration Services like DHCP and Router Advertisements and zero or more DNS servers.
	

	Pre conditions
	The eNB is physically installed. 

IP connectivity exists between the involved telecom resources. 

The involved telecom resources are functional.
The relevant information is stored and available:
· Vendor Certificate at the eNB

· Operator Certificate at the CA/RA
· For the External Network or Non-Secure Operator Network:
· (Outer) IP autoconfiguration information at the IP Autoconfiguration Service
· FQDN of the initial OAM SeGW at the eNB
  and/or
FQDN or IP address of the initial OAM SeGW at the IP Autoconfiguration Service
· FQDN of the CA/RA servers at the eNB
  and/or
FQDN or IP address of the CA/RA servers at the IP Autoconfiguration Service

· If FQDNs need to be resolved, corresponding IP address(es) at the DNS server(s)
· For the Secure Operator Network:

· (Inner) IP autoconfiguration information at the IP Autoconfiguration Service [FFS: whether at initial OAM SeGW or DHCP Server of the Secure Operator Network]
· FQDN or IP address of the initial EMS at the [FFS: eNB and/or DHCP Server of the Secure Operator Network]
· If  FQDNs need to be resolved, corresponding IP address(es) at the DNS server(s)
· configuration and software for the eNB at the EM(s)





















 
	

	Begins when 
	The eNB is powered up.
	

	Step 1 (M)
	The eNB uses the default VLAN to start communicating on.
	

	Step 2 (M)
	The eNB acquires its IP address through stateful or stateless IP autoconfiguration. This may provide 0 or more DNS server addresses.
	

	Step 3 (M)
	The eNB acquires the IP address of the CA/RA server. The FQDN of the CA/RA server may be pre-configured in the eNB or the FQDN or IP address of the CA/RA server may be provided by the IP Autoconfiguration Service. FQDNs are resolved through the DNS if necessary.

	

	Step 4 (M)
	The eNB performs Certificate Enrolment.

	

	Step 5 (M)
	The eNB acquires the IP address of the OAM SeGW. The FQDN of the OAM SeGW may be pre-configured in the eNB or the FQDN or the IP address of the OAM SeGW may be provided by the IP Autoconfiguration Service. FQDNs are resolved through the DNS if necessary. 
	

	Step 6 (M)
	The eNB establishes a secure connection (tunnel) to the Security Gateway given by Step 5.
The eNB receives its (inner) IP autoconfiguration information [FFS: and optionally the address of one or more DNS servers within the Secure Operator Network] [FFS: from the Configuration Parameters of IKEv2 during tunnel establishment or from a DHCP Server with DHCP Relay on the SeGW after tunnel establishment].

	

	
	

	

	Step 7 (M)
	The eNB acquires the IP address of the correct Element Manager [FFS: by issuing a DHCP request including the eNB’s vendor information or by resolving a FQDN including the eNB’s vendor information via DNS].
	Secure connection

	Step 8 (M)
	The eNB establishes a connection to the provided EM and acquires its configuration and software if any. 

The configuration may contain an address to another EM that this specific node shall use as EM.

The configuration may contain an address to another SeGW that should be used before connecting to the EM.
The eNB may then

- release the connection to the current EM and OAM SeGW and then restart (returning to step 1),

- release the connection to the current EM and OAM SeGW and then return to step 4,

- release the connection to the current EM and then repeat step 8, or

- continue with step 9.
	Secure connection

	
	
	

	
	
	

	
	

	

	Step 9 (M)
	The eNB establishes a connection to the Core Network(s) using the transport (VLAN ID, IP addresses) and security parameters provided in step 8.
	

	Ends when
	Ends when all mandatory steps identified above are successfully completed or when an exception occurs.
	

	Exceptions
	One of the steps identified above fails.
	

	Post Conditions
	One or more secure connections exist between the eNB and the Element Manager and the Core Network(s). Via the connection to the Element Manager the eNB can receive further instructions to become operational and carry user traffic, e.g. the administrativeState is set to “unlocked”.
	

	Traceability
	All requirements of clause 5.2 and 6.5.3 .
	


Table 6.4.3-1

Editor’s note: The CA/RA server itself may be protected by a SeGW.
Security aspects – e.g. prevention of unauthorized network access and of fake parameters supplied to the eNBs etc.  -have special importance. Security related sub-steps to establish secure connections are not shown in table 6.4.3-1. More security aspects are described in a specific chapter (see clause 4.3.3).
	End of changes


