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Decision/action requested


The Rel-11 Work Item 530051 “LTE Self-Organizing Networks (SON) coordination management” 
should be analysed further in Rel-12 for a simpler more implementable solution.
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Complexity of SON Co-ordination underestimated
Alcatel-Lucent is concerned about the proposed solution [1] for Work Item 530051 “LTE Self-Organizing Networks (SON) coordination management”. It seems interesting from a theoretical perspective but practically it would lead to a very complex and expensive implementation and finally operators would get proprietary solutions with potentially a lot of effort to make them inter-work.
The proposed solution [1] requires every SON function to ask for permission from one central SON coordinator before making any configuration change. The “can I try now” or getting approval for changes made in a distributed algorithm is very inefficient and not scalable. The central co-ordinator becomes a bottleneck in the solution. It is very difficult to build the intelligence needed by the central co-ordinator to “okay” a change made by the distributed SON function in a multi vendor environment where SON algorithms are proprietary in a way that guarantees correct and stable operation. 
Co-ordination between SON functions within the same vendor is complex. Many SON functions have multiple possible architectures (NM-centralized, EM-centralized, Distributed, Hybrid) which makes it difficult to predict the placement of a SON function in the architecture. Different vendors may implement different architectures. Therefore multivendor co-ordination adds another dimension to the problem since all combinations of the architecture needs to be considered. 
In addition, since different SON scenarios are just being deployed in the field there is not enough data to ascertain which use cases need to be really considered for SON interaction. 

The complexity of the issue was underestimated and there was not sufficient time to study the problem, propose solutions, analyse the solutions and agree the solutions in Rel 11. This resulted in a very generic solution[1] (too many possibilities) which could be interesting but is not easily implementable. 
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A way forward

Alcatel-Lucent believes that a generic solution for SON co-ordination of all the SON use cases is not practical. The interaction and potential need for co-ordination needs to be studied on a use case by use case basis using real deployment examples and considering the timescales in which the SON function reacts (i.e. make a change to the configuration). Simple rules to govern the activation of the various SON functions such that any conflicting changes can be prevented would be a good start. As deployment of the SON functions become more prevalent, solutions for specific use cases will automatically evolve.
Some considerations that will determine the rules for co-ordination

1. Can SON functions safely run in parallel?

a. Some SON functions do not have any conflict and can be allowed to execute in parallel. Compensation for additional information or data would be a continuous process.
A simple example would be to allow ANR to add new NRs even if CCO is in the midst of making a change to improve coverage and capacity, since the 2 changes are not tightly coupled and if the new NR is not added then system performance could degrade.

2. SON functions with tighter coupling:

a. Other SON functions like energy saving and COC have a much tighter coupling.  

b. Another example of a strong interaction is between MRO and CCO and this is a case of coordination between distributed (MRO) and centralized functions (CCO is centralized).  The centralized function is aware of whether MRO was ‘active’ or not for each cell via a parameter (flag) defined at the cell level. If MRO is ‘active’ then CCO will not try optimizations that could affect that cell (so for example CCO would not tilt the cell that has MRO active and would not tilt nearby cells either).  When MRO converges then CCO can see it through this attribute value change notification and reporting from the MRO SON function and if CCO thinks some optimizations are in order then it will reconfigure the cells in the area so that the MRO algorithm cannot reactivate and CCO will make its tilt changes.  When CCO is done then it will reconfigure the cells so that MRO is allowed to go active again (i.e. MRO is allowed to make changes if needed).  
Alcatel-Lucent thinks that it is possible to reach a better solution for SON coordination with some simple rules of priority, precedence and/or convergence among SON functions. Allowing certain SON functions to be activated only if a conflicting function is not performing the change is a simple solution that can prevent ping-ponging or overwriting. We should be able to re-use a lot of the information gathered during the Rel 11 WI to come up with these rules.
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Recommendation
Alcatel-Lucent recommends that the Rel-11 Work Item 530051 “LTE Self-Organizing Networks (SON) coordination management” should be closed without incorporating the solution [1].
More time is needed in Rel-12 to discuss and agree on a solution for SON co-ordination.

