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1
Decision/action requested

It’s asked for the group to discuss and approve the proposal of network load characterizatio in energy saving .
2
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3
Rationale

       Global mobile data traffic grew 2.3-fold in 2011, more than doubling for the fourth year in a row [1], due to accelerated adoption of smart phones / tablets, and emergence of cloud computing applications. This is equivalent to the compound monthly growth rate of 6.5%. The triggers of Inter-RAT ESM are primarily based on statistical ESM concept (section 5.4 in [2]) that utilizes the statistical data of BTS/NB/eNB traffic loads in the past days, weeks, or months to determine the traffic load thresholds or time schedules for on-peak or off-peak hours. Obviously, the thresholds based on statistical ESM concept are not able to cope with the rapid mobile data growth rate.    


Section 6.2.1 in TS 32.551 [3] defines a requirement (see below) to enable operators to monitor the network load.
REQ-NCES-FUN-04

The IRPAgent shall provide a capability allowing the IRPManager to monitor the network load.
However, how the network load is measured has not been defined yet. One way to measure the network load is to use the PRB usage that is defined in TS 36.314 [4]. PRB usage measures the usage of time and frequency resources, and is defined as the following:
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Where


M(T) = Total PRB usage. Percentage of PRBs used, averaged during time period T. Value range: 0-100%

M1(T) = The number of full physical resource blocks used during the period T. 


P(T) = Total number of PRBs available during time period T


T = The time period during which the measurement is performed in TTI (Transmission Time Interval) (i.e. 1ms)
If T = 1000 TTI, or 1 second, there will be 86400 PRB usage measurements every day. It may not be practical to monitor the network load based on PRB usage for a couple reasons:
· Sending PRB usage raw data requires huge amout of bandwidth. 

· It is a huge effort to store and analyze this large amoun of data.

· PRB usage is available in E-UTRAN, but not in UTRAN or GSM.

The capability to monitor the network load enables operators to know the fast growing network load in coming weeks, months, or years. However, from the ESM perspective, it is only important to know about the network loads in the off-peak hours that are the duration the ESM needs to be activated or deactivated.   

Figure 1 shows an example of cell network load in off-peak hours.   
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Figure 1: Example of cell network load in off-peak hours
Figure 1 shows that the traffic load of mobile data networks fluctuates dynamically with many peaks and valleys. A simple way to know the network load is to average the traffic load during the off-peak hours. It may not be accurate since it does not take into account the peaks and valleys. The challenge of the packet network is to understand whether the network can transmit the traffic bursts with high peaks.

Leaky Bucket Algorithm (LBA), as shown in Figure 2, can be used to characterize the packet data network traffic load with many peaks and valleys.  LBA is implemented in the eNB, and is characterized by to parameters – Bucket Draining Rate (BDR) and Bucket Threshold (BT). When bursty and intermittent data packets from multiple UE arrive at the eNB, they will be stored in the bucket. The bucket will be drained at a constant rate BDR continuously until the bucket is empty. T is used to compensate the burstiness of data packets. When UE data packets are coming at the rate faster than BDR, the data packets start to accumulate in the bucket to a point exceeding T that is called bucket overflow.
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Figure 2: Leaky Bucket Algorithm for Traffic load Characterization
To understand the network load in an eNB, LBA is running continuously with configured BDR and BT parameters in an eNB to identify the beginning of off-peak hours. Then, LBA will run with multiple BDR parameters, for example, BDR#1 to BDR#6, as shown in Figure 3. With the proper setting of BT, LBA can find the sustaining network load with traffic fluctuation bounded by BT. The example in Figure 3 shows that BDR#3 is the network load. 
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Figure 3: Example of multiple BDR setting
LBA can be running in an eNB to monitor the network loads continuously. When eNB detects an increase of network loads, the IRPAgent can send a notification to the IRPManager.    
The network load monitor mechanism is essential to ESM for a couple reasons:

· It enables operators to adapt the ESM triggers to the network load growing trend. If not, ESM may become useless, since the triggers is far below the network load, and no energy saving can be achieved.
·  The network load information can help to find the compensating cells, and to determine whether the compensating cells have enough capacity to carry over the traffic of energy saving cells.
4
Detailed proposal
The group is asked to discuss and provide comments on the network load characterization proposal. A CR will be submitted in the future meeting to propose the solution to support REQ-NCES-FUN-04. 
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