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Decision/action requested

Include proposed text in draft TS “Fault Management Solution Profile for Next Generation Converged Operations Requirements (NGCOR)”
2
References

 [1]
NGCOR, Next Generation Converged Operations Requirements, by NGMN Alliance, Version 1.2, Date: February 2012

[2]
TS 32.111-1 Fault Management; Part 1: 3G fault management requirements
[3]
TS 32.301 Configuration Management (CM); Notification Integration Reference Point (IRP); Requirements
[4]
TS 32.351 Communication Surveillance (CS) Integration Reference Point (IRP); Requirements
[5]
TS 32.331 Notification Log (NL) Integration Reference Point (IRP); Requirements
[6] S5-120581 FM Solution Profile for NGCOR Fault Management Requirements
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Rationale

NGMN/NGCOR had issued their Next Generation Converged Operations Requirements [1].
At SA5#82 meeting, it was agreed, based on [6], to elaborate a new TS: “Fault Management Solution Profile for Next Generation Converged Operations Requirements (NGCOR)”.

3GPP / SA5 Solution Profiles, including Fault Management Solution Profile, shall be in 3 parts: Stage 1, Stage 2, Stage 3.

The present contribution proposes input for Stage 1 of Fault Management Solution Profile for NGCOR.
The following table aims at checking whether NGCOR Fault Management requirements are fully or partially covered by relevant 3GPP / SA5 IRP Stage 1 requirements and providing a mapping table between them, if possible. It focuses on NGCOR REQ-FM (1..8) requirements from Section 5.5.2 Functional Requirements for Fault Management Interface of [1].
In case 3GPP / SA5 IRP Stage 1 requirements do not fully meet NGCOR FM requirements, 3GPP SA5 shall study how to fill the gap.
4
Detailed proposal

	NGMN NGCOR FM Requirements (V1.2)
	3GPP Stage 1
	Comment

	Req. Id

	Req. Title
	Req. Description
	Priority
	TS
	Requirement
	

	REQ-FM (1)
	X.733 Event/Alarm Attributes
	The event/alarm must contain structured information according to the X.733 specification.
…

Short overview of attributes:

• The yellow marked attributes are mandatory for the interface.
[image: image1.emf]
 The content of the Eventtype and the Probablecause should follow the recommendation in ITU-T M3703 Annex A Table A.1 and Annex B Table B.1 and B.2. to enhance the operational value of these attributes.
	Essential
	TS 32.111-1: Fault Management; Part 1: 3G fault management requirements 
	4.1.1
Fault detection
For each fault, the fault detection process shall supply the following information:

For each fault, the fault detection process shall supply the following information:

· The device / resource / file / functionality / smallest replaceable unit as follows:

· for hardware faults, the smallest replaceable unit that is faulty;

· for software faults, the affected software component, e.g. corrupted file(s) or databases or software code;

· for functional faults, the affected functionality;

· for faults caused by overload, information on the reason for the overload;

· for all the above faults, wherever applicable, an indication of the physical and logical resources that are affected by the fault if applicable, a description of the loss of capability of the affected resource.

· the type of the fault (communication, environmental, equipment, processing error, QoS) according to ITU‑T Recommendation X.733 [9];

· the severity of the fault (indeterminate, warning, minor, major, critical), as defined in ITU‑T Recommendation X.733 [9];

· the probable cause of the fault;

· the time at which the fault was detected in the faulty network entity;

· the nature of the fault, e.g. ADAC or ADMC;

· any other information that helps understanding the cause and the location of the abnormal situation (system/implementation specific).
	Partially Compliant:

1/ NGCOR REQ-FM (1) Event Type shall follow ITU-T M.3703, whereas TS 32.111-1 Event Type is compliant to ITU-T X.733

2/ NGCOR REQ-FM (1) Probable Cause shall follow ITU-T M.3703, whereas TS 32.111-1 has no requirement with regard to Probable Cause values

	REQ-FM (2)
	Event/Alarm Transport
	It must be possible to send (Server) [and receive/listen to (Client) event/alarms]

Description:

• EMSs (FM servers) can distribute (send) event/alarms according to X.733 event/alarm structure specification to NMS (OSS)

• [NMSs (FM clients) can receive/listen to event/alarms according to X.733 event/alarm structure

specification. (“NMS send” is not required. Please consider that these requirements focus on the EMS NMS interface only!)]
	Essential
	TS 32.111-1: Fault Management; Part 1: 3G fault management requirements
	4.1.2
Generation of alarms

For each detected fault, appropriate alarms shall be generated by the faulty network entity, regardless of whether it is an ADAC or an ADMC fault. Such alarms shall contain all the information provided by the fault detection process as described in clause 4.1.1.

5.2.2
Real-time forwarding of event reports
If the Itf-N is in normal operation (the NM connection to the subordinate entities is up), alarm reports are forwarded in real-time to the NM via appropriate filtering located in the subordinate entity…
	Compliant

	REQ-FM (3)
	Clear – Event/Alarm Transport
	It must be possible to send [and receive/listen to] “clear” - event/alarm events

Description:

• The interface specification has to support “clear” events, according to the X.733 specification. Element Management Systems (servers) should be able to deliver “clear-event/alarm” events, which can be unambiguously mapped on related event/alarm events. (See “clear correlation” requirement later on [part of requirement “Unambiguous Notification ID”]). The Network Management System (client) must be able to handle the clear-event/alarms. The interface specification has to support this capability. The EMS must support “clear” - event/alarm handling. (But the NMS must be able to handle situations, if there are missing clear-events/alarms.)
	Essential
	TS 32.111-1: Fault Management; Part 1: 3G fault management requirements
	5.2.3
Alarm clearing
On the Itf-N, alarm reports containing the value "cleared" of the parameter perceivedSeverity are used to clear the alarms.
	Compliant

	REQ-FM (4)
	Unambiguous Notification ID
	It must be possible to correlate between clear–event/alarm and the original event/alarm, by using an unambiguous notification ID

Description:

• A unique and unambiguous ID is a prerequisite to enable the NMS to correlate between “clear” – event/alarms and original event/alarms. It is not allowed to use a combination of different attributes to create unambiguousness.

• The EMS will send a “clear” – event/alarm, as soon as the incident, which caused the original event/alarm, does not exist any more. The NMS needs to be able to correlate between the “clear” - event/alarm and the original event/alarm. So the Element Management System must be able to deliver “clear” - event/alarm events, which can be unambiguously mapped on related event/alarm events. The interface specification has to support this capability. Although this is a general requirement for Element Management Systems and out of scope for this requirement specification for the interface itself, there must be an interface specification which describes the usage of the event/alarm attributes, so that the relation between event/alarm and “clear” - event/alarm can be uniquely identified.

• Remark: the requirement is different to the correlation mechanism described in the document “ITU-T X.733 Correction”.
	Essential
	TS 32.111-1: Fault Management; Part 1: 3G fault management requirements
	5.2.3
Alarm clearing
On the Itf-N, alarm reports containing the value "cleared" of the parameter perceivedSeverity are used to clear the alarms. The correlation between the clear alarm and the related active alarms is performed by means of unambiguous identifiers.
	Compliant

	REQ-FM (5)
	Event/Alarm Query
	It must be possible for the client (NMS) to query all active event/alarms.

Description:

• The interface has to support the “Synchronization” functionality of the Network Management System. That means, the Network Management System can use a “query” functionality of the interface to get all event/alarms, which are known by the Element Management System (during the time of the “query” command) and which do not have the perceived severity = “cleared”.

Remark: this capability requires the “unambiguous Notification ID” (see related requirement “REQ-FM(4) Unambiguous Notification ID”
	Essential
	TS 32.111-1: Fault Management; Part 1: 3G fault management requirements
	5.3
Retrieval of alarm information
The retrieval of alarm information comprises two aspects:

-
Retrieval of current information:


This mechanism shall ensure data consistency about the current alarm information between the NM and its subordinate entities and is achieved by means of a so-called synchronization ("alignment") procedure, triggered by the NM. The synchronization is required after every start-up of the Itf-N, nevertheless the NM may trigger it at any time.

5.3.1
Retrieval of current alarm information on NM request

The present document defines a flexible, generic synchronization procedure, which fulfils the following requirements:
…
· The procedure shall allow the NM to specify filter criteria in the alignment request
	Compliant

	REQ-FM (6)
	Heartbeat
	The interface has to support a heartbeat capability which allows EMS to send heartbeats (configurable) and NMS to receive/listen to heartbeats.

Description:

• The interface has to support EMS heartbeat signals to the NMS. This functionality allows to indicate that the EMS and also the connection between EMS and NMS is up and running.
	Essential
	TS 32.351: Communication Surveillance (CS)
Integration Reference Point (IRP);

Requirements
	4.2.1.3
Emission of CS notifications
This feature allows the managed system to send CS notifications to the NM.

Managed system will emit CS notifications to NM according to the specified frequency.
	Compliant

	REQ-FM (7)
	Supplementary Information contained within alarm
	The interface has to provide all information required for correlation

Description:

• All information required for the correct analysis of the fault context must be provided. All supplementary information from the EMS or NE explaining the alarm context shall be embedded / encoded into one alarm parameter in a regular expression. This should include ID’s, topological information. The field must be structure in a regular manner, so that automatical processing by a post processing function is possible.
	Essential
	TS 32.111-1: Fault Management; Part 1: 3G fault management requirements
	4.1.1
Fault detection
…

For each fault, the fault detection process shall supply the following information:
…

* any other information that helps understanding the cause and the location of the abnormal situation (system/implementation specific).


	Partially Compliant
NGCOR REQ-FM (7) requires the alarm context be embedded / encoded in a regular expression whereas TS 32.111-1 does not recommend any structure of such information.

	REQ-FM (8)
	Co-operative alarm acknowledgement (OPTIONAL)
	The interface shall support a co-operative alarm-acknowledgement function as described in 3GPP TS 32.111-1

Description:
• Acknowledgement performed at EM layer is notified at NM layer and vice versa, thus the acknowledgement-related status of this alarm is the same across the whole management hierarchy. The alarm acknowledgement function requires that:

a) All involved OSSs have the same information about the alarms to be managed (including the current

responsibility for alarm handling).

b) All involved OSSs have the capability to send and to receive acknowledgement messages associated to

previous alarm reports.
	Minor
	TS 32.111-1: Fault Management; Part 1: 3G fault management requirements
	5.4
Co-operative alarm acknowledgement on the Itf-N
The co-operative alarm acknowledgement on Itf-N shall fulfil the following requirements:

•
Acknowledgement messages may be sent in both directions between EMs and NM, containing the following information:

-
Correlation information to the alarm just acknowledged. 

-
Acknowledgement history data, including the current alarm state (active | cleared), the time of alarm acknowledgement and, as configurable information, the management system (EM | NM) and the operator in charge of acknowledgement (the parameter operator name or, in case of auto-acknowledgement, a generic system name).

-
Acknowledgement notifications sent to NM shall be filtered with the same criteria applied to the alarms.

•
Taking into account the acknowledgement functionality, the above described synchronization procedure for retrieval of current alarm information on NM request may be extended. Additionally to the requirements defined in clause 5.3.1, this extended synchronization procedure relates not only to the active, but also to the "cleared and not acknowledged" alarms, which have still to be managed by the EM.
	Compliant


