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Scope and nature of the envisaged work

Overview

In ETSI AFI and the Liaison established between AFI and NGMN, the diverse stakeholders (including Equipment Manufacturers, OSS vendors and Network Operators) have identified the needs for introducing Autonomic Management (Self-Management) and Control of Resources in all network segments of a mobile network that currently do not have SON functions defined/introduced, meaning the Mobile Backhaul and the Core Network. Autonomics/Self-Management in the broader sense includes what has already been defined by SON, and goes beyond SON to include other types of Self-* properties and design principles that help achieve advanced Decision-Making-Capabilities by the network systems themselves. As a goal, it is believed that it is possible to “enhance” the existing 3GPP architecture in a non-disruptive way such that we can have an Autonomicity-Enabled Backhaul and Core network parts of the 3GPP Architecture.  In such an enhanced architecture it would also be possible to complement or enhance/evolve existing OAM / OSS Plane with AFI Knowledge Plane and other Functional Blocks from the Reference Model from AFI that enable autonomic management and control of resources, gracefully without violating existing implementations. The benefits of the work are summarized in section “Benefits of the work” at end.
Description of the work that needs to be carried out

The envisaged work is to cover the perspectives (A) and (B) as described below.

(A) Identifying and Specifying Use Cases, Scenarios and Requirements for Self-Management and Autonomic Control of Resources in the Mobile Backhaul and Core Networks

The envisaged work involves the following items and related perspectives:
· Identifying Use Cases, Scenarios and Requirements for Self-Management and Control of Resources (adaptively) — meant to complement SON Use Cases/Requirements for the RAN, but with focus on the Mobile Backhaul and Core network.
· Identifying the types of Use Cases, Scenarios and Requirements that apply to other Mobile Network environments (Non-3GPP)  that interwork or may need to interwork with a 3GPP network, e.g. autonomic management of boarder relationships and inter-working operations between systems. 
· Exploring the following two aspects related to Autonomics/Self-Management and enhance both the Management Architecture and the Fundamental E2E Transport Architecture accordingly: 
(1) Vertically: The Management Plane and the need for Automation and Autonomics/Self-Management within the Management Systems (EMS/NMS); 
(2) Horizontally: Autonomics/Self-Management Decision-making-Capabilities (“intelligence”) within Network Elements and the overall Fundamental E2E transport network architecture on how to collaboratively handle Faults, Self-Diagnose & Self-Heal, Self-Optimize, etc, for certain management and control aspects that can be handled by the network elements collaboratively without necessarily requiring the intervention of the management systems. 
· The network segments of focus are Backhaul and Core network. Self-Management and Autonomic Behaviour features (Self-* Behaviors) that can be introduced to address some of the Use Cases and Scenarios targeting the Backhaul and Core network, include Auto-Discovery and Self-Configuration of network elements, Self-Healing through Autonomic Fault-Management, as well as autonomic features (Self-* Behaviors) that can be introduced within the Vertical Management Plane e.g. at EMS and NMS levels, etc. 

· Ensuring that the functional blocks, interfaces and behaviors specific to self-management and autonomic control of  resources do take into account and address the related Requirements specified by the NGMN NGCOR project
· Some management aspects related to adaptation of resources and parameters can be achieved through policy-control, yet some aspects require embedding some autonomic mechanisms that dynamically adapt behavior and resources to changes in conditions, context and challenges under which a system (terminal, network element or the E2E transport network as a whole) is operating. Therefore, there are aspects that cannot be addressed by the operator simply through Policies, Policy-Control and manual human operations but rather require certain Autonomic Decision-making-Capabilities (“some intelligence”) within individual Network Elements and collaboratively across the Fundamental E2E transport network architecture, coupled with some predictions and forecasting. However, the autonomic functions (i.e. Decision-making-Entities) should work in harmony with policy control to ensure that operator-specified policies are not violated but rather taken into account in the collaborative decision-making processes of the autonomic functions. Examples of Autonomic Functions include “Autonomic Fault Management and Resilience”, “Autonomic QoS Management”, “Autonomic Security Management”, “Autonomic DataPlane-&-Forwarding Management”, etc. NOTE: Various Research Projects have designed, experimented and validated behaviors of what such autonomic functions mean. In 3GPP, traffic offloading as well as terminal session behavior under specific circumstances, are both understood to be governed by policies and policy-control. However, as already mentioned, not every management aspect and adaptation can be left to policy-control or is achievable through policies. Embedding some degree of intelligence in network elements and the E2E transport network, through autonomic functions, is required. As such, Self-Optimization functions may also involve advanced traffic engineering, including context-driven and/or QoS/QoE-driven traffic offloading or traffic steering on some interfaces (not just left to being driven by Operator-defined policies). Some discussions on this subject are required.
(B) Introducing Architectural Enhancements that enable Autonomicity in both the Management Architecture and the E2E Transport Architecture for 3GPP

The goal is to “enhance” the existing 3GPP architecture in a non-disruptive way such that we can have an Autonomicity-Enabled Backhaul and Core network parts of the 3GPP Architecture.  The initial insight on such an Autonomicity-Enabled architecture is captured in Figure 4, and would require elaborations as discussed below.
Following architectural principles defined in the Reference Model for Autonomic Networking, Cognition and Self-Management (see Figure 2 ), from AFI, there are Generic Functional Blocks and associated Reference Points that are specific to enabling Autonomics, Cognition and Self-Management in a target architecture, when “instantiated” onto an implementation-oriented reference architecture such as the 3GPP architecture, BBF architecture, NGN architecture, etc. Details of the Reference Model, related concepts and its evolution, can be found in [1][2][3]. According to the Reference Model of a Generic Autonomic Network Architecture (see Figure 2), Three Levels of Hierarchical Control-Loops  that are realized by corresponding Decision-making-Elements (DEs) that collaboratively work together, from within a Network-Element up to the “Network-Level/Knowledge Plane“, demonstrate how Autonomics/Cognition/Self-Management can be gracefully (non-disruptively) introduced in today’s existing architectures. There are architectural principles and techniques for addressing coordination and Stability of Control-Loops (autonomic functions i.e. Self-* functions), defined in the Specification document of Reference Model from AFI.

In order to introduce or advance autonomicity in the Mobile Backhaul and Core Network, the following work and discussions need to be carried out:
· Instantiating Functional Blocks and Reference Points for Autonomicity/Self-Management from the Reference Model from AFI onto the 3GPP Architecture and its Management Architecture:

· Functional Blocks of the Knowledge Plane (Net-Level-Decision-Elements, MBTS, ONIX).  ONIX = distributed scalable system of Information Servers that form an Overlay Network for Information eXchange. MBTS = Model-Based-Translation Service that forms an intermediation layer between the Knowledge Plane and the network elements.

· Network-Level-DEs can also perform the role of Policy-Decision Points (PDPs) and so PDPs can be evolved by the Decision Elements

· Network-Level-DEs (in the Knowledge Plane) evolve EMSs or NMSs or may be implemented as separate run-time entities that then interwork with EMSs or NMSs

· How to complement existing OAM / OSS Plane with AFI Knowledge Plane, is a question that will also be addressed

· ONIX Information sharing/exchange servers facilitate advanced Auto-Discovery of Elements plugged into the network, their Capabilities, Network Resources, Configuration-Data/Profiles/Policies, pointers to Information and Resources, etc. 

· Establish the type of Autonomic Functions (i.e. Decision Elements and their associated Control-Loops and their assignment to specific Managed Entities (MEs) and Parameters they manage and adaptively control) that should be instantiated into what Network Elements.

· Establishing the kinds of Distributed Control-Loops required in the E2E transport architecture
· How would the elements such as PCRF, Core Network Elements, EMSs/NMSs be enhanced by DEs and the Reference Points instantiated to all the other Functional Blocks that are specific to enabling Autonomics/Self-Management

· How to ensure Operator’s Trust and confidence on Autonomic Functions (DEs and their behavioral features). AFI has built some knowledge on how to address this important requirement. The ideas include various aspects such as how and when open-loops become closed-loops after trust and confidence have been built. Various other aspects are also relevant e.g. specifications of formal validation models for the robustness of the network. 
· How to guarantee some “minimum” performance of the network

· Use the Instantiated Functional Blocks and Reference Points for Autonomicity/Self-Management from the Reference Model, to specify Autonomic Behaviours within the Management and the E2E Transport Architecture:
· Specify Behaviours of instantiated Decision Elements (DEs) and their Control-Loops according to the Use Cases, Scenarios and Requirements identified for the need for Autonomics/Self-Management in the Mobile Backhaul and Core Network

· Coordination of the Autonomic Functions (DEs) following the principles and techniques prescribed in the Reference Model and other sources
· Global Coordination of Autonomic Functions (DEs) in the Backhaul and/or in the Core Network with SON functions in the RAN (if and where necessary). This would require correlation of information among different network segments and possibly new techniques to collect information (currently not collected).
Such instantiation of the Functional Blocks and Reference Points for enabling Autonomicity in a targeted architecture would be used to further elaborate the insight captured in Figure 4. 

Benefits of the work
The following are some of the benefits of the work (with some insight on how the various stakeholders benefit).

(1) The work can easily apply architectural principles that enable enhancements of both the Management Architecture and the fundamental E2E architecture in a way that does not disrupt the current implementations, but rather gracefully evolves them. 

(2) The Modular Approach taken to defining the elements of the Knowledge Plane (see Figure-2), such that there are clearly defined domains of the Knowledge Plane (KP), such as Security Management, Fault Management, QoS Management, etc,   and their interfacing, brings about benefits such as separation of issues of concern to enable the various modules to be designed, simulated and validated. The corresponding Network-Level Decision Elements that realize the domains of the Knowledge Plane can be designed to run various types of Self-Management Operations for the network and various types of Optimization Algorithms. Various implementation options can be considered for the Knowledge Plane. For example, the validated behaviours and algorithms of Network-Level Decision Elements may be used to evolve traditional EMS/NMS (OSSs) or, the DEs as well as the other elements of the Knowledge Plane may be implemented to run as standalone entities that interwork with traditional OSSs. Such an interworking can easily be implemented. In general, the ways to implement the Knowledge Plane can still be abstracted from an architectural specification level.

(3) There are various technical benefits in applying the principles defined in the Reference Model for Autonomic Networking, Cognition and Self-Management from AFI. The benefits include techniques and architectural principles that ensure that control-loops can be designed in a way that guarantees non-coupling and non-conflicting behaviors of autonomic functions, so as to ensure Stability.

(4) Methods for Knowledge Synthesis, Representation and Presentation for the Knowledge Plane have also been captured in the Specification document of the Reference Model from AFI.

Some of the benefits for Operators 

· The Reference Model from AFI enables Policy-Control through the Network Governance Interface, as well as facilitating other mechanisms for supporting the Loading of Control-Strategies (executable run-time behavioral models) that can be pushed into the network i.e. into the autonomic manager elements/functions (particularly the Decision Elements in the Knowledge Plane) by the operator and can be viewed as customized optimization behaviors/algorithms. Such executable run-time behavioral models enable more advanced control than use of policies, and are meant to be interpreted and executed by the DEs. Could this be viewed as programmability? Such subjects would need further discussions.
· Policies are encapsulated by so-called Network Profiles that also convey Goals/Objectives specified by the Operator as well as Configuration Data, and the Profiles are then pushed into the network as input to the Self-Managing Network. Translation Tools for translating High-Level business goals into technical objectives, profiles and policies pushed into the network would be used. This subject would be further discussed.
· Elements become Plug-n-Play, with Self-* features such as Self-Diagnosing, Self-Healing, Self-Optimization, etc, resulting in significant reduction in management complexity and human involvement in the Deployment, Operation and Optimization of the network (thanks to autonomic operations ranging from Auto-Discovery, Self-Configuration, and other Self-* features that run from the Deployment phase (for a device and the network) through to the continuous network Optimization phase).
Some of the benefits for Equipment Manufactures and OSS vendors

· Knowledge Plane entities (likely to be implemented to run in dedicated machines) can be developed by Manufacturers and/or OSS vendors. This could be further discussed.

· The place-holders for internal control-loops (inside a Network Element) depicted by the Reference Model enable to design and embed “node-local” Self-Management behaviors/algorithms, including node-local Self-Optimization, i.e. some degree of intelligence through the internal Decision Elements (DEs) that realize the internal control-loops. Example node-scoped Self-* behaviours that do not necessarily require collaboration/negotiation with other network elements include: Plug-n-Play; Energy Savings through autonomic functions; Autonomic Security Management (self-protection and self-defending behavior); Autonomic Fault-Management and Resilience (proactively and reactively), etc. Those network-element internal Decision Elements (whether implemented to run as standalone run-time instances or merged as a single run-time entity) may need to participate in some “in-network” collaborative behaviours through DE-to-DE Peer communications that enhance the Control-Plane with exchanging some information (e.g. protocol or network related events and statistics) or negotiation messages that enable the participating network elements/nodes (possibly Hop-by-Hop along an E2E path) to perform some collaborative network optimization (i.e. possibly the “minimum” required). In some way, this can be viewed as realization of distributed control-loops spanning some network elements within the E2E transport network. Enabling to realize distributed control-loops and possibly some basic optimization behaviours would need to be discussed by equipment manufacturers to see what sort of collaborative behaviours or enablers should be standardized. The types of distributed control-loops and the types of participating network elements should be discussed and established.

· All these aspects described above would need further discussions in the scope of the envisaged work. Having said all this, there are DE Algorithms that would provide Vendor Differentiation.

Some of the benefits for Algorithm developers and providers

Various algorithms would be required to drive decision making processes in an autonomic network. However, Algorithms per-se cannot be standardized, though there are some basic behaviours of autonomic functions (DEs) that could be standardized. On the other hand, some optimization algorithms, for example, may be tailored to specific emergent resource and service topologies.  The question is on how to facilitate the loading of various types of customized algorithms into the network and their use by the network to enhance DE behaviours. Would such facilitation be necessary in autonomic networks?. Discussions are necessary. The role of algorithm providers can still be fulfilled by the different stakeholders, such as vendors, operators and possibly research institutes & universities (in collaboration/partnerships with the various industry stakeholders). The subject needs further discussions in the context of this work and in autonomics in general. In general [4], discusses the different stakeholders that should be engaged in contributing to standardization activities for Self-Managing Networks, and helping to bring about wide scale adoption of the related technologies.

Snapshots of some Figures useful to help understand the points described in this document

The snapshots below are extracted from the specification document that describes the Reference Model of a Generic Autonomic Network Architecture from AFI, and the details as well as more figures can be found in the specification document [1] from AFI. The complete specification will be published within the period of March/April 2012.
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Figure 1: Vertical Management framework for a Profile-based and Policy- based management, Operator’s Domain and Vendor’s domain, Placement of Autonomic Functions, and Knowledge Plane [Note: Architectural Refinements are still possible]
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 Figure 2: Functional Blocks of the Knowledge Plane and some of the related Reference Points defined in the Reference Model
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Figure 3: Different approaches to deriving Knowledge for the Knowledge Plane 
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Figure 4:  The initial insight on the Autonomicity-Enabled architecture that would need to be further elaborated [Elaboration of Hierarchical abstraction-levels of Self-Management (Hierarchical Control-Loops), distributed Control-Loops, Reference Points & Characteristic Information exchange, etc]
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�Comment from AFI: 


Is it necessary to drop this other aspect and focus only on 3GPP architecture?. 





It would be better if we keep this on. In some use cases we need some “federation” among these networks e.g., if the only solution of self healing is to offload users to a non-3GPP access network
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