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1
Decision/action requested

A synchronization mechamisme to release/cancel operations by O&M at the side of CGF and CDF is proposed to be added in TS32.295.
2
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3
Rationale

According to the description in TS32.295, to release/cancel CDR packets from CGFs and unacknowledged sequence numbers from CDFs by O&M operations is possible if permanent CDF-CGF link failures would occur. The extracted contents are as following and highlighted.
5.2.2.4  
CGF redundancy mechanism

A summary of the CGF redundancy mechanism, which prevents duplicated CDR packets to enter the BS, 
is described below. 
This, or other mechanisms, are deployed to enhance the reliability of CDR transport.

The general logic of the duplicate CDR packet prevention in CGF redundancy cases is shown in Figure 5.6, where the messages are numbered sequentially, alternative messages are indicated by an index character ("a" or "b") that follows the arrow sequence number. The main mechanism of the messaging in CGF redundancy cases (when a CDF-CGF link is down or a CGF is not working) is based on CDF (1) first trying to send a CDR packet to CGF1. In case no acknowledgement or a successful response is received (2) from CGF1 due to any reason, e.g. such as the request not reaching CGF1 despite repeated attempts (or the responses from CGF1 to the CDF are lost after the CGF1 has either stored it securely, or, forwarded it towards post-processing (2b)), the unacknowledged CDR packets are redirected to CGF2. The invocation for a re-transmission may be triggered by a time-out mechanism. 

The CDF may first test the CDF-CGF2 link by sending an 'Echo Request' message to CGF2, in response to which CGF2 would respond with the 'Echo Response' message. The CDR packets not successfully received by the primary CGF (=CGF1) are sent to CGF2 (3), and are marked as potential duplicates, and CGF2 responds to the request(s) (4). Such CDRs, i.e. CDRs that are marked as potential duplicates would wait there for further commands from CDF. 

When the CDF detects (5) & (6) that the primary CGF, in this case CGF1 is again able to communicate with it on receiving Node Alive Request (or getting a Echo Response from CGF2 to a Echo Request sent by the CDF) it answers by Node Alive Response. Then the CDF tests CGF1 with an empty packet (7), retrying continuously if no response is received, using e.g. increasing timeouts (using the old unacknowledged packet's Sequence Number, if the CGF1 would consider the packet to be a new one (8a) or an already received one (8b)). According to the response received from CGF1, the CDF gives the CGF2 a command to either release (9a) or cancel (9b) the corresponding CDR packet from CGF2. CGF2 then confirms the decision (10), and is able to send the CDRs towards the BS (11a).

Error handling: By default, retransmissions after configurable timeouts are used. If after the CGF1 communication failure, the CDR packet sending from CDF to CGF2 does not succeed, the CDF tries to use CGF3 as the intermediate CDR packet storage entity, etc. If no acknowledgement (10) is received by the CDF for its message(s) (9a) or (9b), the CDF will retransmit the message (9a) or (9b) continuously and persistently, using e.g. increasing time intervals. An alarm should be sent to the O&M system if a communication link goes down. It shall be possible to release/cancel CDR packets from CGFs and unacknowledged sequence numbers from CDFs by O&M operations if permanent CDF-CGF link failures would occur. The buffers containing the Sequence Numbers of potentially duplicated packets, and the buffers containing the numbers of unacknowledged CDR packets shall be kept up to date (with CDR packet transfers) using transaction mechanisms. In the case of the CDF-CGF1 communication link being down, any new CDRs generated by the CDF are sent to a properly working CGF2, instead of the CGF1.
However it’s hard to garanteen the synchronization of the release/cancel operations by O&M at the side of CGF and at the side of CDF. The possible duplicate packets in other CGFs may also not be released/cancelled synchronously when multiple CGFs link to CDF.Therefore a kind of synchronization mechanisme is needed to solve the issue.The mechanism is illustrated as following figure,
CGF1, CGF2 and other CGFs are linked to GSN and permanent CDF-CGF link failure occurs between GSN and CGF1. CGF1 isn’t showed in the figure. The possible duplicate CDR packets could be canceled or released from CGF2 by O&M scenarios.
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Step 1)  Cancel or Release duplicated packet from CGF2 by O&M;

Step 2)  CGF2 cancel  or release the Possibly Duplicated Packet;

Step 3)  CGF2 send the “Delete possibly duplicated Packet Sequence Number Request” to GSN;

Step 4)  GSN delete the sequence number of this packet.

Step 5)  GSN reply the “Delete possibly duplicated Packet Sequence Number Response” to CGF2;

Step 6)  GSN send the “Data Record Transfer Request(Packet Transfer Comman=3: Cancel Packet, SeqNo=M)” to other CGF;

Step 7)  Other CGF reply the “Data Record Transfer Response:Request Accepted(SeqNo=M)” to GSN.

In this synchronization mechanisme, Step3) –Step5) and messages “Delete possibly duplicated Packet Sequence Number Request” and  “Delete possibly duplicated Packet Sequence Number Response” are new to current GTP’.
We propose to reuse the existing messages “Data Record Transfer Request” and “Data Record Transfer Response” in step6 and step7 to cancel the sequence number M in other CGF corresponding to the deleted packet if GSN has once sent the possibly duplicated packet to other CGF.

Questions and answers on this proposal

A) Q: Why do we need to release/cancel CDR packets from CGFs and unacknowledged sequence numbers from CDFs by O&M operations if permanent CDF-CGF link failures would occur?
A: It’s the existing definition in TS32.295. If CDF-CGF1 link fails temporarily and CGF1 recovers later on, “Node Alive Request” sent by CGF1will trigger the subsequent interaction to release or cancel possibly duplicated CDR packets sent to CGF2. But if permanent CDF-CGF link failures occur, which means CGF1 will not recover any longer and “Node Alive Request” will not be sent by CGF1to trigger the subsequent interaction to release or cancel possibly duplicated CDR packets sent to CGF2 any more, the data in CGF2 shoud be released to BD by O&M to avoid the data lost and the possibly duplicated data should be cancelled from other CGFs to avoid redundunce; if CDF-CGF1 link fails and the data of CGF1 has been transferred to BD, the possibly duplicated data should be cancelled from other CGFs with relation to the CDF. The sequence number corresponding to the possibly duplicated data in CDF should be also deleted.
Please refer subclause 5.2.2.2 and 5.2.2.3 of TS32.295 to get more information about the above answer.
5.2.2.2
The CDF-CGF connection breaks before a successful CDR reception

Figure 5.4 describes the exceptional case when the CDR transfer from a CDR generating entity (CDF) to the primary CDR packet collecting entity (CGF1) fails in a way that the CGF1 is not able to store the CDR packet sent by the CDF. (The reason for the failure in packet transfer may be e.g. a link failure between the CDF and CGF1, or a capacity exhausting error in the storage device of CGF1, or a general CGF1 system failure or CGF1 maintenance break.)
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Figure 5.4: Duplicate prevention case: CDR sending via CGF1 had not succeeded

1)
The CDR generating entity (CDF) sends CDR(s) in a packet to CGF (that is, the current primary CGF for the specific CDF, "CGF1"). The sending is performed by using the Data Record Transfer Request message, with the Packet Transfer Command IE having the value "Send Data Record Packet".

2) Due to a failure in the CDF-CGF1 communication link of CGF1, the CGF1 is not able to store the packet sent by the CDF in a safe way (to e.g. a redundant RAM memory unit or a mirrored non-volatile memory or to another node).
3) Therefore the CDF is not able to get a response (or it could alternatively get a negative response like "No resources available" as the Cause value in the Data Record Transfer Response message).

4) The CDF may now first test the CDF-CGF2 link by an Echo Request message that the CGF2 would respond by the Echo Response.) Then, the CDF sends the same CDR packet that could not be sent to CGF1 to the next CGF in its CGF preference list (here CGF2) using the Data Record Transfer Request message, with the Packet Transfer Command IE having the value "Send possible duplicated Data Record Packet".

5)
As the connection to the CGF2 is working, the CGF2 is able to process the CDR packet. Since the packet was marked by the sending CDF to be potentially duplicated, it is stored into the CGF2, but not yet sent forward towards the BD.

6)
The CGF2 sends confirmation of the successful packet reception to the CDF. The confirmation is performed by using the Data Record Transfer Response message, with the Cause value being "Request Accepted"

7)
The CDF can now delete the now successfully sent (potentially duplicated) CDRs from its CDR buffer (but it keeps the sequence number(s) of the sent potentially duplicated packet(s) in a buffer dedicated for that.

8)
When CGF1 is recovering after a system reboot, it sends a Node Alive Request message to the configured peer CDF(s), and so the CDF notices that it can again successfully communicate with the CGF1. (The CDF may also detect this by using the Echo Request messages, which would be answered by CGF1 by the Echo Response message.)

9)
CDF acknowledges the CGF1 by Node Alive Response message.

10)
For the earlier unacknowledged Data Record Transfer Request message(s), the CDF sends CGF1 empty test packet(s) (with no CDR payload in the Data Record Packet IE but just the other parts of the message frame).

11)
CGF1 responds with Data Record Transfer Response message, with the Cause value being "Request Accepted", because in this example case CGF1 had lost the communication capability towards CDF before storing the previously received (and by CGF1 unacknowledged) CDR packet.

12)
Now CDF knows that the CGF1 had not originally been able to process and forward the original version of the CDR packet from the CDF, and it indicates CGF2 that CGF2 can send the CDR packet(s) related to the previously unacknowledged GTP' Sequence Number(s) to post-processing. Those packets' Sequence Numbers are indicated in the Sequence Numbers of the Released Packets IE.
13)
CGF2 shall now be able to send the released records towards the post-processing system.

14)
CGF2 responds with Data Record Transfer Response message, with the Cause value being 'Request Accepted'.

After all the potentially duplicated packets are cleared from CGF(s), the CDF can continue in normal way the transfer of CDRs.
5.2.2.3
The CDF-CGF connection breaks after a successful CDR reception
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Figure 5.5: Duplicate prevention case: CDR sending via CGF1 had succeeded

1)
The CDR generating entity (CDF) sends CDR(s) in a packet to CGF (that is the current primary Charging Gateway Functionality for the specific CDF, "CGF1"). The sending is performed by using the Data Record Transfer Request message, with the Packet Transfer Command IE having the value "Send Data Record Packet".

2)
The CGF1 is able to store the packet sent by the CDF in a safe way (to e.g. a redundant RAM memory unit or a mirrored non-volatile memory or to another network element, e.g. post-processing system).
3)
Since the CDF-CGF1 communication connection is now broken, the CDF is not able to get the response "Request Accepted" as the Cause value in the Data Record Transfer Response message.

4)
Then the CDF sends the same CDR packet that could not be sent to CGF1 to the next CGF in its CGF preference list (here CGF2) a Data Record Transfer Request message, with the Packet Transfer Command IE having the value "Send possible duplicated Data Record Packet". (That sending may be preceded by the testing of the CDF-CGF2 link by an Echo Request message, that the CGF2 would respond by the Echo Response.)

5)
As the connection to CGF2 is working, CGF2 is able to process the CDR packet. Since the packet was marked by the sending CDF to be potentially duplicated, it is stored in CGF2, but not yet sent forward towards the post processing or BD.

6)
The CGF2 sends confirmation of the successful packet reception to the CDF. The confirmation is performed by using the Data Record Transfer Response message, with the Cause value being "Request Accepted".

7)
The CDF can now delete the now successfully sent (potentially duplicated) CDRs from its CDR buffer (but it keeps the sequence number(s) of the sent potentially duplicated packet(s) in a buffer dedicated for that.

8)
When CGF1 is recovering after a system reboot, it sends a Node Alive Request message to the configured peer CDF(s), and so the CDF notices that it can again successfully communicate with the CGF1. (The CDF may also detect this by using the Echo Request messages, which would be answered by CGF1 by the Echo Response message.)

9)
CDF acknowledges the CGF1 by Node Alive Response message.

10)
For the earlier unacknowledged Data Record Transfer Request message(s), the CDF sends CGF1 empty test packet(s) (with no CDR payload in the Data Record Packet IE but just the other parts of the message frame).

11)
CGF1 responds with Data Record Transfer Response message, with the Cause value being "Request related to possibly duplicated packets already fulfilled", because in this example case CGF1 had lost the communication capability towards CDF after storing the previously received (and by CGF1 unacknowledged) CDR packet.

12)
Now CDF knows that the CGF1 had originally been able to process and forward the original version of the CDR packet from the CDF, and it indicates CGF2 that CGF2 can cancel the CDR packet(s) related to the previously unacknowledged GTP' CDF-CGF1 Sequence Number(s). Those packets' Sequence Numbers are indicated in the Sequence Numbers of the Cancelled Packets IE.
13)
CGF2 shall now delete the cancelled packet(s) from its buffer for potentially duplicated packets.

14)
CGF2 responds with Data Record Transfer Response message, with the Cause value being "Request Accepted".

After all the potentially duplicated packets are cleared form CGF(s), the CDF can continue in normal way the transfer of CDRs.

B) Q: BD could handle duplication detection itself. Does CGF need to do this work?

A: The duplication prevention in CGF is necessary and it is totally different from the the level of duplication detection in BD. We don’t think all of the BD systems are so intelligent that no need todo duplication prevention in CGF.

C) Q: Does this new synchronization mechanism impact the performance of CDF?

A: We don’t think so. Firstly permanent CDF-CGF link failures occur rarely; secondly even if we consider the worst situation, the maximum number of sequence number supported by GTP’ is 65536 and  all of 65535 packets are duplicated data and should be handled in CDF, the data volume to be treated is just 130kb (65536*2(word size=2) = 131,072kb) and this data volume similar as about 10 CDR packets could be igored comparing to the CDR handling capability needed as 10000 CDRs/second. 
D) Q: Is it possible to extend GTP’ protocol?

A: Yes.

Extracted from TS29.060

In Table 1 of Subclause 7.1
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In Table 37 of subclause 7.7
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In summary:

1) Table1 show contents of Messages In GTP，MessageType from 242 to 253 isn’t used currently.Therefore it’s possible to extend 2 messages.
2) Table37 show contents of Information Element，IE-Type from 239 to 250 is reserved to GTP'protocol and only 249（Sequence Numbers of Released Packets）and 250（Sequence Numbers of Cancelled Packets）are used in GTP’ for the moment.Therefore we think it’s also possible to extend IE.
E) Q: What’s the benefit from this new synchronization mechanism?

A: Several benefits will be introduced,
1) The synchronization and correction will be garanteed by the system. After all the operations manually by O&M in several different places could cause issues.
2) The working load of operation will be reduced and its efficiency will be improved.

4
Detailed proposal

We propose to add a synchronization mechanisme to release/cancel operations by O&M at the side of CGF and CDF in TS32.295. The related new GTP’ messages and IEs are also proposed to be added.
	First change


6.2.4.X
The synchronization mechanism of release/cancel possible duplicate CDR packets from CGF by O&M CGF1, CGF2 and Other CGF (if any) are linked to GSN and permanent CDF-CGF link failure occurs between GSN and CGF1. CGF1 isn’t shown in the figure. After the possible duplicate CDR packets is canceled or released from CGF2 by O&M, CGF2 sends message “Delete possibly duplicated Packet Sequence Number Request” to inform GSN to delete the  possibly duplicated packet.
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Step 1)  Cancel or Release duplicated packet from CGF2 by O&M;

Step 2)  CGF2 cancel  or release the Possibly Duplicated Packet with sequence number X;

Step 3)  CGF2 send the “Delete possibly duplicated Packet Sequence Number Request” to GSN, the sequence number of the possibly duplicated packet is X and the message header is N;

Step 4)  GSN delete this packet and the sequence number X.

Step 5)  GSN reply the “Delete possibly duplicated Packet Sequence Number Response” to CGF2;

Step 6)  If CDF finds the packet with sequence number M corresponding to the packet deleted in GSN has once been sent to other CGF, GSN send the “Data Record Transfer Request(Packet Transfer Comman=3: Cancel Packet, SeqNo=M)” to other CGF to cancel the sequence number of the deleted packet in other CGF;

Step 7)  Other CGF reply the “Data Record Transfer Response:Request Accepted(SeqNo=M)” to GSN.
	Next change


6.2.4.Y
Delete possibly duplicated Packet Sequence Number Request
This message is used to inform GSN that the possible duplicated packet has been canceled or released by CGF.

The duplicated packet sequence numbers are placed in the Sequence Numbers of Packets information element.

6.2.4.Y.1
Information Elements in Delete possibly duplicated Packet Sequence Number Request
The Information Elements in Delete possibly duplicated Packet Sequence Number Request message is specified in Table 6.2.4.Y.1
	Information Element
	Presence requirement

	Sequence Numbers of Packets
	Mandatory

	Private Extension
	Optional


Table 6.2.4.Y.1: Information Elements in a Delete possibly duplicated Packet Sequence Number Request
6.2.4.Y.2
Sequence Numbers of Packets IE
The Sequence Numbers of Packets information element contains the IE Type, Length and the Sequence Numbers (each 2 octets) of the Delete possibly duplicated Packet Sequence Number Requests. It is shown in Table 6.2.4.Y.2.
	Bits

	Octets
	8
	7
	6
	5
	4
	3
	2
	1

	1
	Type = xxx

	2..3
	Length

	4..5
	Sequence Number1

	…

	n..n+1
	Sequence Number N


Table 6.2.4.Y.2 Sequence Numbers of Packets information element
6.2.4.Y.3
Private Extension IE
The optional Private Extension contains vendor or operator specific information.
	Next change


6.2.4.Z
Delete possibly duplicated Packet Sequence Number Response
The message shall be sent as a response of a received Delete possibly duplicated Packet Sequence Number Request. 

6.2.4.Z.1
Information Elements in Delete possibly duplicated Packet Sequence Number Response
The Information Elements in Delete possibly duplicated Packet Sequence Number Response message is specified in Table 6.2.4.Z.1
	Information Element
	Presence requirement

	Requests Responded 
	Mandatory

	Private Extension
	Optional


Table 6.2.4.Z.1: Information Elements in a Delete possibly duplicated Packet Sequence Number Response


6.2.4.Z.2
Private Extension IE
The optional Private Extension contains vendor or operator specific information.
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