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1
Decision/action requested

The group is requested to discuss and approve the proposal to remove hybrid architecture from draft TS 32.551.
2
References

1. 3GPP TS 32.551 v1.0.0, “Energy Saving Management (ESM), Concepts and requirements”.

3 Rationale
The following definition and requirements for hybrid ES are included in TS 32.551:

================== extract from 32.551 (start) =========================

 Hybrid ES: ES solution where ES algorithms are executed at two or more of the following levels: NE or EM or NM.
6.1.4
Requirements for Hybrid ES
These requirements depend on the chosen combination of NM / EM Centralized / Distributed.

================== extract from 32.551 (end) =========================

It is not so clear what the real requirement for hybrid ES is. 

According to the possible combinations of hybrid ES, there may be different understanding of hybrid ES requirements, leading to different implementations. 

Combination 1: ES algorithms executed at NE and EM levels
The Itf-N requirements for this hybrid ES would be same as distributed ES.

Combination 2: ES algorithms executed at NE and NM levels
There should be only one place to make the final decision on ES (either on NE or NM). 

· For the decision made in NE, the Itf-N requirements would be same as distributed ES. 

· For the decision made in NM, the Itf-N requirements would be same as NM centralised ES.
Combination 3: ES algorithms executed at EM and NM levels

There should be only one place to make the final decision on ES (either on EM or NM). 

· For the decision made in EM, the Itf-N requirements would be same as EM centralised ES. 

· For the decision made in NM, the Itf-N requirements would be same as NM centralised ES.

Combination 4: ES algorithms executed at NE and EM and NM levels
There should be only one place to make the final decision on ES (NE or EM or NM). 

· For the decision made in NE, the Itf-N requirements would be same as distributed ES. 

· For the decision made in EM, the Itf-N requirements would be same as EM centralised ES. 

· For the decision made in NM, the Itf-N requirements would be same as NM centralised ES.

Based on this analysis, the Itf-N impacts of hybrid ES requirements can be satisfied by centralised ES or distributed ES archirecture.
From standardization point of view, hybrid architecture can be regarded as implementation specific. No specific impact on the Itf-N can be foreseen by introducing hybrid ES architecture. 
There are two options for the group to decide:

Option 1: Remove the hybrid ES as it is not an independent category of architecture from Itf-N point of view.

Option 2: Introduce a better description of different combinations of hybrid ES in the specification, otherwise the standard remains ambiguous.

Our recommendation is to choose option 1. Option 2 may be excessive standard specification and the value brought by allowing all possible ESM architectures in the standard is highly debatable.
4 Detailed Proposal

pCR to TS 32.551 V1.0.0 [1]

	1st Modified Section


3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [x] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [x].

Centralised ES: ES solution where ES algorithms are executed in the OAM system. Centralised ES has two variants:

· NM-Centralised ES: ES solution where ES algorithms are executed at the Network Management level. 

· EM-Centralised ES: ES solution where ES algorithms are executed at the Element Management level.

Distributed ES: ES solution where ES algorithms are executed at the Network Element level.


notEnergySaving (no-ES) state: The default state in peak-traffic situation, with no specific energy saving in progress.
energySaving (eSaving) state: In an off-peak-traffic situation, some functions of a network element are powered-off or restricted in resource usage in other ways, whereas the network element is still controllable.

compensatingForEnergySaving (ES-compensate) state: In an off-peak traffic situation, a network element is remaining powered on, e.g., taking over the coverage areas of neighbour base station in energySaving state.

ES activation: The procedure to switch off a cell/network element or restrict the usage of physical resources for energy saving purposes. As a result, a specific network element transitions is in energySaving state.
ES compensation: The procedure to change a network element’s configuration to remain powered on for compensating energy saving activation on other network elements, e.g., by increasing a base station’s coverage area. As a result, the network element is in compensatingForEnergySaving state.
ES deactivation: The procedure to switch on a cell/network element or resume the usage of physical resources which had been ES activated before. As a result, a specific network element is in notEnergySaving state.
Enable ES: ES (including ES activation/compensation/deactivation, related computations etc.) is allowed to be performed. 

Disable ES: ES is prohibited to be performed. When ES is disabled, all NEs are in notEnergySaving state.
	2nd Modified Section


4.1.3
Operator control 
Three general architectures are candidates to offer energy savings functionalities:

Distributed, NM-Centralised, EM-Centralised  as defined in 3GPP 32.500.

Energy savings in cells can be initiated in several different ways. Some of the mechanisms are:

· IRPManager instructs the cells to move to energy saving state 

· IRPManager sets policies and conditions and when these policies/conditions are met, the cells will move to energy saving state
· The eNB moves itself to energy saving state autonomously based on its knowledge of the network without any input for energy savings from the IRPManager and/or based on operators instruction/policies/conditions set in non-standard manner.
When a cell is in energy savings state there may be need for the neighbouring cells to pick up the load. However a cell in energy savings state cannot cause coverage holes or create undue load on the surrounding cells. All traffic on that cell is expected to be drained to other overlaid/umbrella cells before any cells moves to energy saving state. 

A cell in energy saving state is not considered a cell outage or a fault condition. No alarms should be raised to the IRPManager for any condition that is a consequence of a NE moving into energy savings state.

	3rd Modified Section




	End of Modifications

























































































































































































































































































































































































