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Decision/action requested

Agree on the text for introduction into TR 32.500
2
References

3
Rationale
There have been a lot of discussion around where SON algorithms can run and how do we classify these different architecture candidates This writeup is a proposal for correcting the specification to define the various options in a more explicit manner so they can be referenced consistently in subsequent SON use cases.
4 Detailed proposal
Text Proposal for TR 32.500
	1st Modified Section


3.1 Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].



.

4.1
SON concepts
As a consequence of flattening the access network architecture in E-UTRAN (due to removal of the RNC) it is likely that a network operator will require more Release 8 eNodeBs than Release 7 NodeBs in order to cover an equivalent geographical area. Network operators have also articulated their requirement to have more flexibility over the choice of eNodeB vendor, irrespective of the MME or NMS vendor. 

In order to reduce the operating expenditure (OPEX) associated with the management of this larger number of nodes from more than one vendor the concept of the Self-Organizing Network (SON) is introduced. Automation of some network planning, configuration and optimisation processes via the use of SON functions can help the network operator to reduce OPEX by reducing manual involvement in such tasks. In 3GPP Release 8 many of the signalling interfaces between network elements are standardised (open) interfaces. Significant examples in the context of SON are the X2 interface between eNodeBs and the S1 interface between eNodeB and the EPC (e.g. MME, SGW). 




There are four different architectures that are possible for implementing various SON use cases.  The architecture is selected depending on the needs of the SON use cases. In some scenarios multiple complimenting solutions can be made available that could involve one of more of these architectures for implementing the SON use case.

The four SON architectures available are :

· Distributed architecture: where NEs collect relevant information and trigger the appropriate self-optimising algorithms when needed, with no OA&M (DM, NM) involvement. The reporting and monitioring of information regarding the effectiveness of the optimization activity shall be available over the Itf-N (like alarms, events, measurements). This architecture does not preclude setting of initial parameters (as identified in the NRM) over the Itf-N for optimization.
· Centralized DM architecture: where OA&M (DM layer) collects relevant information from NEs, trigger the appropriate self-optimisation algorithm and decides on further actions on the NEs. The reporting and monitioring of information regarding the effectiveness of the optimization activity shall be available over the Itf-N (like alarms, events, measurements). This architecture does not preclude setting of initial parameters (as identified in the NRM) over the Itf-N for optimization.
· Centralized NM architecture: where OA&M (NM layer) collects relevant information from DM/NEs, triggers the appropriate self-optimisation algorithm and decides on further actions on the DM/NEs over the Itf-N.  
· Hybrid architecture: which is a combination of two or more of the aforementioned architectures. 
SON algorithms themselves will not be standardised in 3GPP
	End of modifications




































































































































































