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3
Background

Present the usage/definition of the term “alarm correlation” and “root cause analysis”.  Introduce the concept of alarm propagation path.  Our intent is to solicit support and agreement which is needed for detailed scoping of the WID Study [1].
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3.3
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [x] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [x].

For the purposes of the present document, the following abbreviations apply:

AC
Alarm correlation

CM
Configuration Management
IRP
Interface Reference Point

IS
Information Service

ITU-T
International Telecommunication Union- Telecommunications Standardization Sector

OSI
Open Systems Interconnection
NRM
Network Resource Model

PM
Performance Management
RC
Root Cause

RCA
RC Analysis
SOA
Service Oriented Architecture

SS
Solution Set

4
Context
5.
Concepts
5.1
Definitions

5.1.1
Alarm Correlation (AC)

There are two concepts/definitions of Alarm Correlation (AC) used in this study.

1. A single network fault will result in the generation of multiple alarms from affected network resources over space and time.  The corresponding definition of AC is as follows.

Alarms are correlated and partitioned, in view of certain rules such as alarm propagation path, into sets where alarms within one set have a high probability of being caused by the same network fault.  
The correlation is a relation between alarms.  In this study, we label this correlation usage, AC1.

2. Not all alarms are equal in terms of their impact to (operator’s) delivered services and revenue.  (Note that the alarm severity parameter of alarm record (see AlarmInformation of [2]) does not indicate such impact.)  The corresponding definition of AC is as follows.

Alarms are prioritised in relation to its impact to delivered services and/or revenue.  The rules to prioritize alarms can be based on, but not limited to, the following: Number of effected subscribers, Number of affected sites, Importance of affected subscribers (e.g. Gold) and Importance of affected site (e.g. holding special event).  
The correlation is a relation between an alarm and the “delivered services and/or revenue”.  In this study, we label this correlation usage, AC2.

There is one concepts/definition of Root Cause Analysis (RCA) used in this study.

3. A single network fault will result in the generation of multiple alarms from affected network resources under management over space and time.  The definition of RCA is as follows.

RCA is a process that can determine and identify the network fault causing the generation of multiple alarms in a correlated alarm set (see AC1).

5.2
Alarm propagation path

Communication protocols operate in stacks, see e.g. the generic ITU-T defined seven OSI layer protocol architecture.   According to such protocol stack models, a protocol operates along a layer, where protocol end-points are terminated at designated network nodes.   End point of a protocol layer provides the protocol specific communication service (e.g. a reliable sequenced transfer of packet of information) to its higher layer inside the same node.  The higher layer, using the provided service, operates another protocol via its end-point with other nodes of the same layer. 

A failure may occur in any of the nodes and in any of the protocol layers.   A failure in one protocol layer at a given node will result in disturbance of the services provided to the layer above.  We call this the "vertical propagation of failure" (or propagation inside the node).

Due to the disturbance of the lower layer services there will be disturbance in the protocol operation of the upper layer of the same node.  That disturbance will impact its peer node where the other end of the upper layer protocol is terminated.  We call this the "horizontal propagation of failure" (or propagation between nodes).

The following figure uses a two-layered protocol architecture to illustrate the above mentioned two ways of mentioned “propagation of failure”.
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Figure 1: Alarm propagation

There are 2 nodes in the above figure.  The circles represent various protocol end-points.  Two protocols (P1, P2) are being operated by the 4 end-points of the two nodes.  

The P1 specific communication service provided by endpoints of protocol P1 is denoted with SP1. Using that service, the upper layer endpoints A2 (and Z2) operate their own protocol P2 and provide the P2 specific communication service (not shown in the diagram) to their higher layers.

The A1 endpoint operates P1 to provide its services SP1.  Suppose there is a failure in P1.  Then the A1 endpoint reports the alarm (say, Alarm#1).  A P1 failure would result in disturbance (failure) of service SP1.  Endpoint A2 will notice the disturbance of SP1 and may report an alarm (alarm#2).  This is an example of vertical propagation of failure.

The endpoints A2 (and Z2), while consuming the service SP1, operates protocol P2.  A disturbance of service SP1 would impact the ability of A2 to operate and maintain P2 in normal mode of operation.  Z2 would notice the abnormal mode of operation of P2 and may report an alarm (Alarm#3).  This is an example of horizontal propagation of failure.
In the above figure, Z1 can also notice (and report a corresponding alarm) the failure of P1, which will subsequently disturb its service provided to Z2.   In the above configuration, there are two alarm propagation paths to Z2, i.e. A1 to A2 to Z2 and A1 to Z1 to Z2.

In the figure below, where one or more intermediate nodes such as Node X, are involved, there may be some differences in the alarm propagation path.  For example, Z1 may neither notice nor experience any failure of its P1 protocol connection when a failure occurs at endpoint A1. (Note that whether a local endpoint can detect failures at a remote link is dependent on the particular protocol in question.)  Therefore, in this example there may be only one alarm propagation path to Z2, i.e. A1 to A2 to Z2.   
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Figure 2: Example alarm propagation when transit node is involved
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