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1 Decision/action requested

Agree to include pseudo-CR material of section 4 into draft TS 32.521.
2
References

[1] 32.521 V1.1.0: Self-Optimization OAM: Concepts and Requirements
3
Rationale

It may happen that management of one NE parameter may be executed from different sources, e.g.
· NE craft terminal via a non-standardized interface
· Carrier own NMS human intervention from different IRPManagers
· A scheduled management function from fault/performance area 

· Another SON algorithm designated for another 32.521 use cases

The first two from the list are management actions from different actors and/or from two different OAM places. They are administratively allowed to provide flexibility of system operation. A change of a NE parameter from those actors may conflict with SON algorithm. The last one is a problem caused by a variety of use cases that SON should support. The clarification of the need for a coordination function is described below.

In a RAN there is no guaranteed universal solution to optimize its NE parameters to achieve the best in HO, interference, load balancing and many others. For some use cases, there may be possibility to a combined algorithm. But still an evolutional modifications or corrections to it-self can not be avoided. Different versions of algorithms may coexist in one system.

The detailed analysis which SON use case is targeting which parameters still needs to be done, but even without it some facts are clear, especially if we use the “classical” example of capacity/coverage optimization and interference optimization: While Capacity and Coverage Optimization (CCO) may want to increase the radio power, Inter Cell Interference Control (ICIC) may want to decrease it. There is a conflict from functions CCO and ICIC to manage the parameter of cell transmission power. Some other conflicts arise for other parameters and other SON topics.
Generally spoken, A SON-x and another SON-y may expect different values of one NE parameter. There is a need to monitor and resolve conflict situation. Additionally ping-ponging needs to be avoided, upon which one parameter is changed back and forth /up or down repeatedly by two different actors.
Currently no decision is made whether NE or IRPAgent or IRPManager shall identify or solve a conflict between two managers, as well as it is unclear if there shall be a centralized or a distributed logical entity to do that.

In SA5 OAM email discussion, proposal was made to control the parameter access for value changes. There are two problems with the proposal.
· Every parameters used by any SON algorithms must be controlled by such modification access, this would cause additional complexity in NE implementation

· When one parameter is allowed to be modified by two actors or more than one SON algorithms, then the conflict may still happen between their value changes. So, the original problem is not solved

Therefore we do not support this proposal. 

Instead we see three basic approaches for the conflict resolution:
1. Centralized approach:
The IRPAgent reports configuration changes and the IRPManager decides in case of conflicts
2.
Distributed approach: 
The IRPManager defines policy directions such that the IRPAgent knows how to decide in case of conflicts. The IRPAgent identifies conflicts on its own (or delegates the task to the NE)
Definition: A policy direction describes an expected behaviour. A short sketch of possible policy directions:

i)
Prioritizing SON functions in case of conflicts

ii)
Prohibiting further changes of a parameter for a certain amount of time

iii)
Selecting preferred value ranges

3.
Hybrid approach, where is a mixture of the aforementioned approaches.

In this case the policy direction would be 

iv)
to tell the IRPAgent to report conflicts (conflict identification stays at IRPAgent level)
For the cases that no such policy directions were defined, it is recommended to define default policy directions in the standards in order to avoid unpredictable and uncontrollable behaviour of the SON network.

Conclusion

Some solutions for conflict resolution have been presented. More discussion about them is necessary. 
Considering that SON is targeting to have the intelligence moved from the central OAM entity into the network, the centralized approach is not favorable. 
Subsequently, the topic as such is clear and should be captured in the requirements. A proposed wording is presented below.
4 Detailed proposal
	Begin of modifications to draft TS 32.521


4.2.1.6
Self-Optimization Monitoring and Management Function (SO_MMF)

This function monitors the self-optimization process and provides the operator with this information. This function must be able to get information about all other functional blocs. In addition to this it allows the operator to control the execution of the self-optimization process.
This function also resolves conflicts of different SON functions trying to change or actually changing parameter values in different directions or reports such conflicts, if they cannot be solved.
4.2.1.6.1
Self-Optimization Monitoring and Management Function (SO_MMF_NM)
SO_MMF_NM (IRP Manager): representing the NM portion of SO_MMF (necessary monitoring and limited interaction capabilities to support an automated optimization), as well as related IRPManager functionality

In a centralized conflict resolution approach SO_MMF_NM identifies and resolves conflicts. 
In distributed and hybrid conflict resolution approach SO_MMF_NM sends policy directions towards the SO_MMF_EM.
4.2.1.6.2
Self-Optimization Monitoring and Management Function (SO_MMF_EM)
SO_MMF_EM (IRP Agent): representing the portion of SO_MMF operating below Itf-N, as well as related IRPAgent functionality
In distributed and hybrid conflict resolution approach SO_MMF_EM identifies, resolves and/or reports conflicts, according to the policy directions received by SO_MMF_NM.
In case SO_MMF_EM is not able to solve a conflict, it will request the SO_MMF_NM to resolve the conflict.
	Next modifications


5
Business level requirements

5.1
Requirements
5.1.1
Self-Optimization & Self-Healing Monitoring and management Requirements

REQ-SO_MM-CON-1
IRPManager shall be able to control the self-optimization & self-healing functions.

REQ-SO_MM-CON-2 The self-optimization & self-healing complex corrective actions shall be executed in a consistent and coordinated way.

REQ-SO_MM-CON-3 Self-optimization & self-healing functions shall reuse existing standardized solutions as much as possible.
REQ-SO_MM-CON-4 IRPManager shall be notified (according to TS 32.301 [4]) of the start and end of Self Healing functions. The specific activities to be reported to the IRPManager by each Self-Healing function will be determined on a case by case basis.

REQ-SO_MM-CON-5 The IRPAgent shall support a capability allowing the IRPManager to know the success or failure result of Self-Optimization.
REQ-SO_MM-CON-6
The trigger conditions of self-optimization functions should be able to be managed by the IRPManager. The trigger condition may be the scheduled time to start a self-optimization function or a period of time during which a self-optimization function is forbidden to be started or the event (i.e  do not meet objectives or targets) to start a self-optimization function. Each self-optimization function shall have its own set of trigger condition.   
REQ-SO_MM-CON-7
For the self-optimization functions which need continuous monitoring, the IRPManager should be able to manage the execution of self-optimization actions (e.g. setting a period of time during which a self-optimization action is forbidden to be executed).
REQ-SO_MM-CON-8 Each self-optimization function shall have one or several related performance indicator, which may be used as objective to evaluate the performance before the self-optimization is initiated and after the self-optimization function is completed.

REQ-SO_MM-CON-9 For operator controlled (open loop) SON function, the IRPAgent shall support a capability allowing IRPManager to know the information about the self-optimization actions. The necessity of this capability will be decided case by case.

REQ-SO_MM-CON-10 The IRPAgent shall support a capability allowing IRPManager to know the information about the execution result of self-optimization actions. 

REQ-SO_MM-CON-11 The IRPAgent should support the capability for the IRPManager to define policy directions in case SON functions request conflicting parameter values. A policy direction describes an expected behaviour from the IRPAgent. In case no policy directions are given, the IRPAgent shall apply default policy directions.
REQ-SO_MM-CON-12 The IRPAgent should support the capability for the IRPManager to decide in case SON functions request conflicting parameter values.
	End of modifications









































































































































