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3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the following definitions apply:

...
Managed Object: Defined in 3GPP TS 32.150 [5].

management infrastructure: Defined in TS 32.101 [2]. 
market acceptance: means that an item has been accepted in the market as evidenced by annual sales, length of time available for sale, and after-sale support capability.

modular: pertaining to the design concept in which interchangeable units are employed to create a functional end product.

module: interchangeable item that contains components. In computer programming, a program unit that is discrete and identifiable with respect to compiling, combining with other modules, and loading is called a module.

Network Resource Model (NRM): Defined in 3GPP TS 32.150 [5].
Next Generation Networks Management (NGNM): Planning, provisioning, installation, maintenance, operation and administration of next generation telecommunications equipment for transmission or control of resources and services within NGN transport and service strata. NGNM is defined by ITU-T [16].
open specifications: public specifications that are maintained by an open, public consensus process to accommodate new technologies over time and that are consistent with international standards

open standards: widely accepted and supported standards set by recognised standards organisation or the commercial market place. These standards support interoperability, portability, and scalability and are equally available to the general public at no cost or with a moderate license fee. 

open systems strategy: focuses on fielding superior telecom capability more quickly and more affordably by using multiple suppliers and commercially supported practices, products, specifications, and standards, which are selected based on performance, cost, industry acceptance, long term availability and supportability, and upgrade potential. 

...
3.2
Abbreviations

For the purposes of the present document, the following abbreviations apply:

3G
3rd Generation

AAA
Authentication, Authorisation and Accounting

AN
Access Network

AS
Application Server

ATM
Asynchronous Transfer Mode

AUC
Authentication Centre
B2B
Business-to-Business
BG
Border Gateway

BGCF
Breakout Gateway Control Function

BM-SC
Broadcast-Multicast Service Centre

BSC
Base Station Controller

BSS
Base Station Subsystem

BTS
Base Transceiver Station
C2B
Customer-to-Business
CAMEL
Customised Applications for Mobile network Enhanced Logic

CBC
Cell Broadcast Center

CBS
Cell Broadcast Service

CMIP
Common Management Information Protocol

CMIS
Common Management Information Service

CMISE
Common Management Information Service Element

CN
Core Network

CORBA
Common Object Request Broker Architecture

CRF
Charging Rules Function

CS
Circuit Switched

CSCF
Call Session Control Function

DCN
Data Communication Network

DECT
Digital Enhanced Cordless Telecommunications

DSS1
Digital Subscriber System 1

EIR
Equipment Identity Register

EM
Element Manager

E-OS
Element Management Layer-Operations System

F/W
Firewall

FM
Fault Management

FTAM
File Transfer, Access and Management

GCR
Group Call Register

GDMO
Guidelines for the Definition of Managed Objects

GGSN
Gateway GPRS Support Node

GMLC
Gateway Mobile Location Center

GMSC
Gateway MSC

GPRS
General Packet Radio Service

GTT
Global Text Telephony

HLR
Home Location Register
HMI
Human Machine Interface
HSS
Home Subscriber Server

HTTP
HyperText Transfer Protocol

HW
Hardware

I-CSCF
Interrogating CSCF

IBCF
Interconnection Border Control Function

IDL
Interface Definition Language

IIOP
Internet Inter-ORB Protocol

IMS
IP Multimedia Subsystem

INAP
Intelligent Network Application Part

IP
Internet Protocol

IRP
Integration Reference Point

IS
Information Service

ISDN
Integrated Services Digital Network
IWU
Inter Working Unit

LCS
Location Services
LLA
Logical Layered Architecture
LMU
Location Measurement Unit

MBMS
Multimedia Broadcast Multicast Service

MD
Mediation Device

ME
Mobile Equipment

MGCF
Media Gateway Control Function

MIB
Management Information Base

MMI
Man-Machine Interface 

MML
Man-Machine Language

MMS
Multimedia Messaging Service

MNP
Mobile Number Portability

MNP-SRF
Mobile Number Portability/Signalling Relay Function

MRF
Multimedia Resource Function

MRFC
Multimedia Resource Function Controller

MRFP
Multimedia Resource Function Processor

MSC
Mobile service Switching Centre

MT
Mobile Termination

NE
Network Element
NGN 
Next Generation Networks
NGNM
Next Generation Networks Management
NM
Network Manager 

N-OS
Network Management Layer-Operations System

NPDB
Number Portability Database

NR
Network Resource

NRM
Network Resource Model

...
	Next Modified Section


4.2
TMN

TMN (Telecommunications Management Network), as defined in [1], provides:

-
an architecture, made of OS (Operations Systems) and NEs (Network Elements), and the interfaces between them (Q, within one Operator Domain and X, between different Operators);

-
the methodology to define those interfaces;

-
other architectural tools such as LLA (Logical Layered Architecture) that help to further refine and define the Management Architecture of a given management area;

-
a number of generic and/or common management functions to be specialised/applied to various and specific TMN interfaces.

The PLMN Management Architecture is largely based on TMN, and will reuse those functions, methods and interfaces already defined (or being defined) that are suitable for the management needs of a PLMN. However, the new challenges of 3G Telecom Management may require the exploration and  incorporation of other concepts (other management paradigms widely accepted and deployed).
4.3
Management of Next Generation Networks

Next Generation Networks (NGN) as defined in [18, 19], are essentially about delivering new services that are available any place, any time, and on any device, through any customer-chosen access mechanism.
NGN Management (NGNM) [16] supports the aims of the NGN by decoupling and make independent, the service creation/deployment infrastructure from the transport infrastructure. The decoupling is reflected in the NGN architecture as the separation of the Transport and Service strata and shown as two independent stratums.  NGNM also introduces the NGN management plane, union of the NGN service stratum management plane and the NGN transport stratum management plane and may include joint management functions, i.e., functions used to manage entities in both strata plus functions required to support this management 
NGNM introduces a new set of grouping of management functionality compared to TMN LLA to better support the complexity of the NGN.e.g  NGNM Resource Management layer encompasses the Network Management layer and the Element Management layer.
The PLMN management architecture will facilitate the ITU-T NGN Management principles above where necessary and suitable.
	Next Modified Section


8.6
Enterprise management System interconnection architecture

The enterprise management layer has in the second-generation systems a very low degree of standardisation. Operators have legacy systems or more IT influenced systems often adopted to every organisations different needs. Enterprise management systems are not a part of a 3GPP TMN.
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Figure 8.6: Enterprise Management Systems interconnection architecture

...
9
TMN applications

Telecom management applications can be implemented in many different ways depending on constraints presented in previous clauses. 

The TMN application - the operations systems component (OSC) -is the physical realization of one or more OSFs needed to support the operational processes. An up-to-date Operations System would be assembled from one or more OS components which expose standardized interfaces to allow for more flexible and agile OSs. 
To identify and specify the design criteria that will allow re-usable application components to be developed across multiple telecom business scenarios are important issues to fulfil the basic 3G Management requirement. "To minimise the costs of managing a PLMN  such that it is a small component of the overall operating cost".

The implication of the top down approach in the standardising work of 3G is that consistent operational management processes are required irrespective of vendor equipment.

Generic and re-usable management applications is required to facilitate:

-
Reduced management application development costs.

-
Simplification of operational processes and associated reduction in costs.

-
Reduced time to deploy new services as management systems already exist.

-
Consistent representation of basic information.










The complexity and heterogeneous nature of a 3G system calls for easy integration (plug & play) of HW/SW.
9.1
Management function blocks

A management function is the smallest part of a business process (or management service), as perceived by the user of the process (or service). A management function block is the smallest deployable unit of management functionality. Figure 9.1 illustrates the different types of optional management function blocks. For example physical views and mapping to 3GPP PLMN management interfaces, see subclause 9.2 and 9.3.. A function block includes management functions from one or more Management Function Sets. The OSF specializations/decompositions reflect the high level processes identified in ITU-T TMN Enhanced Telecom Operations Map(eTOM), M.3050.x series, ref[20]. See further M.3060/Y.2401 ref [16]. 
[image: image4.emf]
Figure 9.1: Management function blocks in M.3060/Y.2401 [16]

9.2
Management physical blocks

Figure 9.2-1 illustrates example implementations of physical views. The OS physical block realizes OSFs, of which a great variety is available. Some will be consequence of 3GPPs decision to base the management processes on Enhanced Telecom Operations Map [20], others on enabling support for the management of Next Generation Networks [16], [17].
[image: image5.emf]
Figure 9.2-1: An example implementation of a physical view in M.3060/Y.2401 [16]

The physical architecture may flatten the functional Management Layers into a single, unified management layer for the co-management of several functional Management Layers to facilitate a unified handling of e.g. alarms and performance data. There is great flexibility in the design of Next Generation Network Operations Systems with this concept, see further Annex 1. The flexibility can enable co-management of multiple functional layers as presented in Figure 9.2-2. The interfaces depicted in fig. 9.2-1 and 9.2-2 are in the 3GPP PLMN management architecture mapped to the Itf-N or Itf-P2P interface between an IRPManager and IRPagent, as shown in fig. 9.3.
[image: image6.emf]
Figure 9.2-2: Co-management of multiple functional management layers in M.3060/Y.2401 [16]

9.3
IRP concept enabling TMN applications
3GPP has developed the interface concept “Integration Reference Point” (IRP) to support the most basic needs of task automation. The concept is presented in TS32.150 [5]. These IRPs are provided by an IRPAgent and managed via an IRPManager. The IRPs are the prime enabler of flexibility in the design of management physical blocks (OSs).

In the context of management of Next Generation Networks the IRPAgent and IRPManager represent the provider reference point and the consumer reference point, respectively. See figure 9.3.
The IRP concept may be mapped to all of the management physical blocks. The 3GPP PLMN Management Architecture will focus on those functions, methods and interfaces that the new challenges of 3G Telecom Management may require. The detailed and final standardization requirements will be targeted in other 32.*** series of standards.
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Figure 9.3: IRPAgent and IRPManager

Annex A (informative):
Technology considerations

A.1
Management physical blocks

TMN functions can be implemented in a variety of physical configurations (ITU-T Recommendation M.3010 [1], M3060/Y.2401 [16]). The relationship of the functional blocks to physical equipment is shown in table A.1 which names the management physical blocks according to the set of function blocks which each is allowed to contain. For each physical block there is a function block which is characteristic of it and is mandatory for it to contain. There also exist other functions, which are optional for the physical blocks to contain. Table A.1 does not imply any restriction of possible implementations. The M/O qualifiers are examples from M3060/Y.2401 [16]and do not have any implication for compliance in the 3GPP PLMN management architecture.
The subclauses below give the definitions for consideration in implementation schemes.

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	






Table A.1: Relationship of management physical block names to management function blocks 
	
	TEF
	SEF
	OSF

	NE
	M (Note 3)
	M (Note 3)
	O

	OS
	
	
	M

	M
Mandatory

O
Optional

NOTE 1:
Within this table, where more than one name is possible, the choice of the physical block name is determined by the predominant usage of the block.

NOTE 2:
Management physical blocks may contain additional functionality, which allows them to be managed.

NOTE 3:
The NE needs to support at least one of the TEF or SEF.


A.1.1
Operations System (OS)

The OS is the system, which performs OSFs. The An OS may conceptually be considered as part of the NGN transport stratum, the NGN service stratum, both, or neither, depending on the OSFs that it realizes.
A.1.2
Void
 




A.1.3
Void 






A.1.4
Void


A.1.5
Void




A.1.6
Void


A.1.7
Void





A.1.8
Network Element (NE)

The NE is comprised of telecommunication equipment (or groups/parts of telecommunication equipment) and support equipment or any item or groups of items considered belonging to the telecommunications environment that performs NEFs. The NE may optionally contain any of the other management function blocks according to its implementation requirements. The NE has one or more standard Q-type interfaces and may optionally have B2B/C2B interfaces. An NE performs at least one of transport element functions (TEFs) or service element functions (SEFs), and so can be deployed in an NGN transport stratum or in an NGN service stratum or in both. 
Existing NE-like equipment that does not possess a standard management interface will gain access to the management infrastructure via a Q adapter (see 13.3.1.1), which will provide the necessary functionality to convert between a non-standard and standard management interface. 

A Transport Network Element is an NE that performs only TEFs. A Service Network Element is an NE that performs only SEFs. 
A.1.9
Data Communication Network (DCN)

The DCN is a support service that provides the capability to establish paths for information flow between physical blocks in a management environment. The DCN may consist of a number of individual subnetworks of different types, interconnected together. The DCN may be a local path or a wide-area onnection among distributed physical blocks. The DCN is technology-independent and may employ any single or combination of transmission technologies. 

In order for two or more physical blocks to exchange management information, they must be connected by a communications path and each element must support the same interface onto that communications path. 

Physical blocks communicate using a common communication mechanism which provides a set of Application Programming Interfaces (APIs) that include the services of the upper three protocol layers of the OSI Reference Model. Some of these API services expose the communications capabilities of the DCN and others expose common platform functions (e.g., Directory Services, Time Services, Security, etc.). Refer to ITU-T Recs Q.811 and Q.812 for specific interface protocols for information transfer through a DCN.
A.1.9.1
Transformation
Transformation provides conversion between different protocols and data formats for information interchange between physical blocks. There are two types of transformation: adaptation and mediation that can apply at q or b2b/c2b reference points. 

A.1.9.1.1
Adaptation device 

An adaptation device (AD), or adapter, provides transformation between a non-compliant physical entity to a NE to OS within an administrative domain. A Q-adapter (QA) is a physical block used to connect NE-like or OS-like physical blocks with non-compatible interfaces to Q interfaces. A B2B/C2B-adapter is a physical block used to connect non-compatible physical entities having a non-compatible communication mechanism in a non-compatible environment to an OS at the edge of an administrative domain. 

A.1.9.1.2
Mediation device 

A mediation device (MD) provides transformation between management physical blocks that incorporate incompatible communication mechanisms. A Q-mediation device (QMD) is a physical block that supports connections within one administrative domain. A B2B/C2B-mediation device is a physical block that supports connections of OSs in different administrative domains 

A.1.9.2
Distributed multi-element structure 

A distributed multi-element structure is an architectural concept that represents a grouping of network elements that must be managed as a single entity for operational efficiency sake. Due to the distributed nature of their blocks and the complexity of their internal make up, it is sometimes difficult to distinguish between Distributed multi-element structures and a sub-network. 

A.1.10
Management logical layered architecture within the management physical view
Several specializations of the OS physical block can be defined to support a physical realization of function blocks in logical layers (see Figures 5 and 10). 

The variety of types of management functionality is reflected in a corresponding flexibility for the mapping of OSFs to Operations Systems so that, in principle, any combination of specialized OSFs can map to an Operations System. As a result, the interfaces offered by an Operations System may include functionality from various OSF specializations (e.g., service management, service resource management and transport resource management functions). 

Such a flexible transition from the functional view to a physical view (subject to constraints from the information architecture as outlined in clause 14) allows for different types of OS interactions and corresponding Operations Systems Interface design patterns: 

– Provider/consumer; 

– Peer-to-peer. 

As a result, a physical architecture may flatten the functional Management Layers described in 11.6 into a single, unified management layer for the co-management of several functional Management Layers. Examples of this layer co-management paradigm are shown in Figures 16 and 17. 

The unified management layer is opaque, i.e., the interworking of the functional Management Layers is invisible to the user of the Interface. 

A.1.11
Interface concept 

Management interface is an architectural concept that provides interconnection between physical blocks at reference points. Management interfaces provide, via specific communication protocols, for the interconnection of NEs and OSs through the DCN. Interactions between physical blocks, to exchange management information, are established dynamically at run time and are usually not defined statically at design time. In order for such dynamic interactions to occur, physical blocks must be connected by a communications path and each element must support compatible interfaces. It is useful to use the concept of an interface to simplify the communications problems arising from a multi-vendor, multi-capability network. The interface defines the specific protocols, commands, procedures, message formats and semantics used for the management communications between physical blocks. The goal of an interface specification is to ensure compatibility of devices interconnected to accomplish a given management function independent of the type of device or of the supplier. 

Figure 15 shows the interconnection of the various management physical blocks by a set of standard interoperable interfaces. 

Management standard interfaces are defined corresponding to the reference points and are classified in two types: 

– Provider interfaces: physical realizations of one or more provider reference points; each provider interface is depicted with a white lollipop or ball icon. 
– Consumer interfaces: physical realizations of one or more consumer reference points; each consumer interface is depicted with a white crescent or socket icon. 
An interface contains the mapping from the protocol-neutral reference point specifications to a protocol-specific specification. An interface consists of one or more reference points together with a single communication protocol binding, which is a protocol suite used to realize a communications path at these reference points. 

A.2
Standard interfaces

Management standard interfaces are realizations of specific reference points. The classes of references points correspond to the classes of interfaces. 
Figure A.2 shows an example of a simplified physical view for a management implementation. This example is provided to assist in understanding the management physical blocks described below.

[image: image9.emf]
Figure A.2: Example of a physical view M.3060/Y.2401 [16]




















�PAGE \# "'Page: '#'�'"  �� � HYPERLINK "http://www.3gpp.org/ftp/Information/DocNum_FTP_structure_V3.zip" ��Document numbers� are allocated by the Working Group Secretary.   Use the format of document number specified by the � HYPERLINK "http://www.3gpp.org/About/WP.htm" ��3GPP Working Procedures�.


�PAGE \# "'Page: '#'�'"  �� Enter the specification number in this box. For example, 04.08 or 31.102. Do not prefix the number with anything . i.e. do not use "TS", "GSM" or "3GPP" etc.


�PAGE \# "'Page: '#'�'"  �� Enter the CR number here. This number is allocated by the 3GPP support team.  It consists of at least four digits, padded with leading zeros if necessary.


�PAGE \# "'Page: '#'�'"  �� Enter the revision number of the CR here. If it is the first version, use a "-".


�PAGE \# "'Page: '#'�'"  �� Enter the version of the specification here. This number is the version of the specification to which the CR was written and (normally) to which it will be applied if it is approved. Make sure that the latest version of the specification (of the relevant release) is used when creating the CR. If unsure what the latest version is, go to � HYPERLINK "http://www.3gpp.org/3G_Specs/3G_Specs.htm" ��� � HYPERLINK "http://www.3gpp.org/specs/specs.htm" ��http://www.3gpp.org/specs/specs.htm�.


�PAGE \# "'Page: '#'�'"  �� For help on how to fill out a field, place the mouse pointer over the special symbol closest to the field in question.


�PAGE \# "'Page: '#'�'"  �� Mark one or more of the boxes with an X.


�PAGE \# "'Page: '#'�'"  �� SIM / USIM / ISIM applications.


�PAGE \# "'Page: '#'�'"  �� Enter a concise description of the subject matter of the CR. It should be no longer than one line, but if this is not possible, do not enter hard new-line characters.  Do not use redundant information such as "Change Request number xxx to 3GPP TS xx.xxx".


One or more organizations (3GPP Individual Members) which drafted the CR and are presenting it to the Working Group.


For CRs agreed at Working Group level, the identity of the WG.  Use the format "xn" where �	x = "C" for TSG CT, "R" for TSG RAN, "S" for TSG SA, "G" for TSG GERAN; �PAGE \# "'Page: '#'�'"  ���	n = digit identifying the Working Group; for CRs drafted during the TSG meeting itself, use "P". �Examples: "C4", "R5", "G3new", "SP".


�PAGE \# "'Page: '#'�'"  �� Enter the acronym for the work item which is applicable to the change. This field is mandatory for category F, A, B & C CRs for Release 4 and later. A list of work item acronyms can be found in the 3GPP work plan. See �� HYPERLINK "http://www.3gpp.org/ftp/Specs/html-info/WI-List.htm" ��http://www.3gpp.org/ftp/Specs/html-info/WI-List.htm� .


�PAGE \# "'Page: '#'�'"  �� Enter the date on which the CR was last revised.  Format to be interpretable by English version of MS Windows ® applications, e.g. 19/02/2002.


�PAGE \# "'Page: '#'�'"  �� Enter a single letter corresponding to the most appropriate category listed. For more detailed help on interpreting these categories, see Technical Report �HYPERLINK "http://www.3gpp.org/ftp/Specs/html-info/21900.htm"��21.900� "TSG working methods".


�PAGE \# "'Page: '#'�'"  �� Enter a single release code from the list below.


�PAGE \# "'Page: '#'�'"  �� Enter text which explains why the change is necessary.


�PAGE \# "'Page: '#'�'"  �� Enter text which describes the most important components of the change. i.e. How the change is made.


�PAGE \# "'Page: '#'�'"  �� Enter here the consequences if this CR were to be rejected. It is mandatory to complete this section only if the CR is of category "F" (i.e. correction), though it may well be useful for other categories.


�PAGE \# "'Page: '#'�'"  �� Enter the number of each clause which contains changes.   Be as specific as possible (ie list each subclause, not just the umbrella clause).


�PAGE \# "'Page: '#'�'"  �� Tick "yes" box if any other specifications are affected by this change.  Else tick "no".  You MUST fill in one or the other.


�PAGE \# "'Page: '#'�'"  �� List here the specifications which are affected or the CRs which are linked.


�PAGE \# "'Page: '#'�'"  �� Enter any other information which may be needed by the group being requested to approve the CR. This could include special conditions for it's approval which are not listed anywhere else above.





_987418415.doc














































NE



Vendor A







NE



Vendor B







FM











NE



Vendor C







NE



Type A




















_1248686088.doc






Enterprise Management Systems







IFx







OS







OS-QExternal







OS-QExternal







OSF 2







OSF 1







QA












_1284799423.vsd
IRP IS/SS


IRPManager


IRPAgent



_1001410884.unknown

_1001410818.unknown

_987418356.doc


NE



Vendor A







NE



Vendor B







NW Mgt



layer







EM 



layer







FM



Vendor A







FM



Vendor B







FM



Vendor x







NE



Vendor C







FM



Vendor C







NE



Type A







FM



Vendor x








































