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Decision/action requested

Discussion and agreement on the monitor of UE QoS satisfaction to be part of the use cases of E-UTRAN performance measurements in TS 32.425
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Rationale

The justification for capturing the QoS satisfaction of UEs was clearly expressed in [1]:

The performance of the LTE system relies on how well the MAC scheduler in the eNB can distribute the available resources among the users in a cell whilst ensuring that most admitted users experience a ‘satisfactory’ service. Generally, the more users there are in the system the lower will be the experienced QoS for each user as the available resources are shared among more users. From an operator point of view, the system needs to support as many users as possible simultaneously but the QoS experienced by all users in the system must always be ‘satisfactory’. However, from a practical perspective, it is unlikely that the operator can guarantee that the QoS of ALL users are always satisfied. Hence, an operator can define a key performance target as the percentage of users in a cell which should actually have ‘satisfactory’ QoS e.g. an operator would want that more than 90% of its customers get a ‘satisfactory’ service.  

Hence, to define this KPI, we need to define what the term ‘satisfactory QoS’ means for each QCI. 

The percentage of UEs with satisfactory QoS per QCI will provide indications for the operator to:

-Identify how well the system is meeting the QoS requirements for all users admitted in the system.

-Distribute the available capacity in a more informed manner to satisfy the QoS requirements of the different types of traffic supported on the network.

-Redimension the network in case the KPIs for user satisfaction are not met. 

-Ensure that the QoS Requirements of traffic yielding high revenue to the operator are being met.

Since document [1] was written a number of cell level QoS counters have been defined in [2].  However, when there is some degradation in QoS, which could be recognised from a cell level counter, it is important to determine whether this impacts all UEs equally, or just one or two UEs, or something in between.  Hence, this proposal looks at how QoS degradation impacts the UE population.

Further, in this document, we explain in the next two sections how QoS satisfaction should be measured, starting from the foundation of the QoS satisfaction of a radio bearer and progressing to defining the QoS satisfaction of a UE wrt a single QCI and the satisfaction of a UE with respect to all its radio bearers.  Finally, we present a text proposal for inclusion in [2] that describes the use-cases for monitoring the UE QoS satisfaction in a cell.  A separate document [3] details the performance counters themselves.
4
Determining QoS satisfaction

In this section we propose to define the criteria for the QoS satisfaction of :

· A radio bearer
· All radio bearers that one UE holds for one QCI

· A UE, considering all of its radio bearers (irrespective of their QCI).

Furthermore, we differentiate between radio bearers that are:

· GBR (these use QCI values in the range 1 to 4)

· Non-GBR (these use QCI values in the range 5 to 9)

and we differentiate between

· downlink

· uplink

directions.

4.1
Satisfaction of a GBR radio bearer

A GBR radio bearer has the following attributes [4]:

· QCI

· This implies a PELR (Packet Error Loss Rate) which represents packet losses over the air interface

· This also implies a PDB (Packet Delay Budget) which represents the delay budget between PCEF and the UE

· And it also implies a Priority – this is used internally by the scheduler during congestion.

· A guaranteed bit-rate

· This represents a ceiling to the sending rate that the service mapped to the bearer should employ if the PELR and PDB are to met.  If the sending rate exceeds the guaranteed bit-rate the QoS offered by the eNodeB is not specified (and is open to implementation).
· ARP

· Allocation Retention Priority is used to priortise admission and retention of the bearer.

During heavy congestion it is possible that IP packets may be discarded before they have had a chance to be sent over the air interface.  A counter has been defined in [2] that captures the “DL PDCP SDU drop rate”.  Note this is distinct from air interface losses (see PELR), and it is important to include such congestion losses within the remit of radio bearer satisfaction.

Reference [4] tells us what QoS a GBR radio bearer expects:

“Services using a GBR QCI and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur, and 98 percent of the packets shall not experience a delay exceeding the QCI's PDB.”

In addition, the PELR should be met.
Key Proposal 1

Thus we propose that a downlink GBR radio bearer is satisfied if

· air interface (IP) packet error rate < PELRQCI AND
· x1-percentile delay measured across all packets is < (PDBQCI - delay_correction) AND
· congestion pkt drop rate < thresholdQCI
Here x1 is included because the delay guarantee is not absolute.  In [4] it suggests that x1 is 98, but we propose that it should be configurable by the operator.  Similarly, [4] suggests that thresholdQCI should be zero, but again we suggest this is configurable.  The delay_correction is equal to the mean delay from the PCEF to the eNB.
Furthermore, if the service is not compliant to its guaranteed bit-rate we mark the bearer as satisfied since any scheduler behaviour is legitimate in these circumstances.

For the uplink GBR radio bearer we cannot accurately estimate the packet delay or any packet drops, thus 
Key Proposal 2
an uplink GBR radio bearer is satisfied if

· air interface (IP) packet error rate < PELRQCI
4.2
Satisfaction of a non-GBR radio bearer

A non-GBR radio bearer has the following attributes [4]:

· QCI

· This implies a PELR (Packet Error Loss Rate) which represents packet losses over the air interface

· This also implies a PDB (Packet Delay Budget) which represents the delay budget between PCEF and the UE

· And it also implies a Priority – this is used internally by the scheduler during congestion.

· ARP

· Allocation Retention Priority is used to priortise admission and retention of the bearer.

Reference [4] tells us what QoS a non-GBR radio bearer expects:

“Services using a Non-GBR QCI should be prepared to experience congestion related packet drops, and 98 percent of the packets that have not been dropped due to congestion should not experience a delay exceeding the QCI's PDB.”
In addition, the PELR should be met.
Thus we could propose that a downlink non-GBR radio bearer is satisfied if

· air interface (IP) packet error rate < PELRQCI AND
· x1-percentile delay measured across all packets is < (PDBQCI - delay_correction) AND
· congestion pkt drop rate < thresholdQCI
This mirrors the GBR radio bearer requirements.  However, it has been postulated [1] that for non-GBR bearers it is perhaps more important to assess the data rate that is achieved when there is data queued for the radio bearer – a form of active data rate.  This is particularly useful for applications such as http and ftp since it gives a feel for the “speed” experienced by the end user.  However, to ensure that applications with very low data rates (e.g. MSN) do not upset matters we include a configurable minimum data buffered requirement.  Note that we retain the delay metric, but this can be disabled by setting x1 to zero.  Also, on the uplink, it is impossible to measure delay accurately so a throughput metric is useful here.
Key Proposal 3
Thus, we propose that a downlink non-GBR radio bearer is satisfied if

· air interface (IP) packet error rate < PELRQCI AND
· x1-percentile delay measured across all packets is < (PDBQCI - delay_correction) AND
· congestion pkt drop rate < thresholdQCI AND
· Active rate > target_rateQCI AND maximum volume of data buffered > min_bufferQCI
The Active rate is the data rate measured when there is data queued for the radio bearer.  The operator may set target_rateQCI and min_bufferQCI.  Note the rate requirement can be nulled by setting the target_rateQCI to zero.
Key Proposal 4
For an uplink non-GBR radio bearer satisfaction occurs if

· air interface (IP) packet error rate < PELRQCI AND
· Active rate > target_rateQCI AND maximum volume of data buffered > min_bufferQCI
4.3
Satisfaction of all the radio bearers that one UE holds for one QCI
A UE can hold multiple radio bearers with the same QCI value.  Typically, this would be because the services require the same QCI properties but different GBR values (assuming a GBR service) or ARP values (or both).
We propose:
Key Proposal 5
All radio bearers that one UE holds for one QCI are satisfied if every radio bearer meets the satisfaction requirements above.

4.4

Satisfaction of a UE, considering all of its radio bearers (irrespective of their QCI)

Key Proposal 6
A UE is satisfied if all its radio bearer meets the satisfaction requirements.

5
Counters for QoS satisfaction

Key Proposal 7
Counter 1: percentage of satisfied UEs (using criterion in 4.4)

Key Proposal 8
Counter 2: percentage of UE whose  QCI x bearers are all satisfied (according to the criterion in 4.3).  There is one such counter per QCI.
6
Detailed proposal
It is proposed to insert the following text into Annex A of [2].

------------------------  START OF TEXT PROPOSAL -------------------------------------------------------
X.Y
Monitor of UE QoS satisfaction
The performance of the LTE system relies on how well the MAC scheduler in the eNB can distribute the available resources among the users in a cell whilst ensuring that most admitted users experience a ‘satisfactory’ service. Generally, the more users there are in the system the lower will be the experienced QoS for each user as the available resources are shared among more users. From an operator point of view, the system needs to support as many users as possible simultaneously but the QoS experienced by all users in the system must always be ‘satisfactory’. However, from a practical perspective, it is unlikely that the operator can guarantee that the QoS of ALL users are always satisfied. Hence, an operator can define a key performance target as the percentage of users in a cell which should actually have ‘satisfactory’ QoS e.g. an operator would want that more than 90% of its customers get a ‘satisfactory’ service.  In addition, it is useful to know for a given QCI what percentage of UEs with radio bearers mapped to the QCI are satisfied with their radio bearers (mapped to this QCI).
------------------------------- END OF TEXT PROPOSAL ----------------------------------------------------------
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