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1
Decision/action requested

In this box give a very clear / short /concise statement of what is wanted.
2
References

(Reference - in list form - should be made to previous SA5/3GPP/etc. documents.)
[1]
S5-071944 Annex A Informative list of SON_Use_Cases_1.53.

3
Rationale

This contribution lists the use cases of Self-healing.
4
Detailed proposal

It is proposed to add the following use cases into the TR:
***** Beginning of proposed content *******

4.1 Information Correlation for Fault Management [Ref1- Ops08]
4.1.1 Goal

Fault management shall be simplified and partly automated with the help of an information correlation functionality. Input values and output activities shall be configurable by the operator.

In NEM, functionality is available to monitor in real-time important alarms and counters as an indication of the network health status. Problems can be detected by observing certain counters or alarms or patterns of different counter and alarm values. Based on these values or patterns a first estimation can be done on root cause of the causing problem. Patterns and causes are for example:

call drop rate                                                    HW defects or
poor Setup Success Rate                                 SW failures in the network
poor average throughput       ========》     user failures
Measurement patterns*                                   wrong or not ideal parameterization
many others                                                     Coverage problems
                                                                              Resource shortage
(* Patterns based on experiences like: slightly lower call drop number (compared with network average) and lower HO access rate (compared with network average) are an indication for wrong neighbor parameterization, coverage problem.)

4.1.2 Current Situation

In many cases a failure of one particular piece of hardware generates a huge number of secondary alarms.

1. To find out the root cause a huge number of manual activities have to be carried out. Therefore other information that is available (like PM data, status information in NEM, etc) is used.

2. Standard activities (block / reset device) are carried out. This solves in many cases the problem.

This manual interaction shall be transferred to the NEM.
4.1.3 Description

Network is in normal operational state. A network failure occurs. An information correlation system continuously monitors status of important input data (real time pm data, device status information, alarm information, UE messages).

4.1.4 Trigger / Scheduling

Automatic: e.g typical pattern of alarms and KPIs.

4.1.5 Flow

1. From the combination of the input values the root cause of the problem is detected and verified with alarm information or device status

The activities shall be configurable by the operator.

2. Some simple operator actions like reset or blocking of devices shall be done automatically. It shall also be possible to take the cell out of service rather than having it on air with poor performance.

If the actions are not successful a alarm shall be raised to NEM.

4.1.6 Post Conditions

If the system could solve the problem it is disappeared. Otherwise an alarm is raised summarizing what the system has already done trying to cure the problem.
4.2 Cell Outage Compensation [Ref1- Ops10]
4.2.1 Goal

HW failure of eNodeB unit causes complete outage of a cell. Loss shall be compensated by the network as much as possible until the failure is removed.
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Figure 1: Outage of a cell

4.2.2 Current Situation

Functionality is lost in respective area. This will be detected by statistical analysis, alarm or customer complains. It may not be detected for several hours /days (sleeping cell).

4.2.3 Pre Conditions

Network is in normal operation.

4.2.4 Trigger / Scheduling

Due to a hardware defect a cell goes out of service. The loss of service is detected by the network (possible sources: Stats, Cell KPIs, RRM information in neighbour cell, UE neighbour list reports)

4.2.5 Flow

The network reacts to compensate the loss of service in the respective area. The procedure shall need no longer than 30 minutes.

In parallel an appropriate alarm is being reported to NEM.

4.2.6 Post Conditions

The network is being reconfigured to compensate the loss of service in the respective area. When the failure has been removed an autonomous reconfiguration to the initial status shall take place.

Notes

The network compensation could be:
1. Optimisation of RF parameters of neighbour cells to mitigate outage e.g. adaptation of power, sub-channels or antenna parameters

2. Neighbour lists shall be adapted.

3. Traffic may be shifted to 2G, 3G when handing over in defective cell.
4.3 Compensation for Outage of higher level network elements [Ref1- Ops11]
4.3.1 Goal

The network shall compensate problems on higher level network elements / lines.

A higher network element is faulty/not available. From customer point of view the network or services are not available even though the access nodes are working fine and other higher level networks elements are working.

4.3.2 Current Situation

Functionality is lost in higher level NE (aGW, Backbone). As a consequence customers a service is lost for the customer.

4.3.3 Pre Conditions

Network is in normal operation.

4.3.4 Trigger / Scheduling

For some reason a high level NE or a line to this NE goes out of service.

The loss of service is detected by the network (possible sources: Stats, Cell KPIs, Probes, …)

4.3.5 Flow

The network reacts to compensate the loss of service in the respective area. The procedure shall need no longer than 1 minute.

In parallel an appropriate alarm is being reported to NEM.

In case one of the higher network elements isn’t available or the KPIs are decreasing the node should automatically cut the connection and change to alternative route.

4.3.6 Post Conditions

The network is being reconfigured to compensate the loss of service in the respective area. When the failure has been removed an autonomous reconfiguration to the initial status shall take place.

Notes

By using of a mashed network elements/nodes should be connected to different elements of the same kind of functionality. In case one of the higher network elements isn’t available or the KPIs are decreasing the node should automatically cut the connection and change to alternative route.
4.4 Mitigation of outage of units [Ref1- Ops13]
4.4.1 Goal

Automatic healing or mitigation mechanism for several failure classes. (e.g. reduce output power for temperature failure or automatic fallback to previous software version)

4.4.2 Current Situation

In case an alarm is send for a suspicious unit the operator is asked to start a diagnostic routine on this board. If the test doesn’t produce a failure the unit should be resetted and monitored if the alarm occurs again.

If redundant units are affected the switch-over starts automatically in most cases but the faulty board have to be blocked manually.

In case of further outage of units depending on importance of impacted node an unplanned site visit is necessary. Depending on the priority of node the service outage with impact of customer must be accepted for some time.
4.4.3 Pre Conditions

Normal operation mode

4.4.4 Trigger / Scheduling

Trigger: outage of unit

Schedule: on demand

4.4.5 Flow

Appropriate activity to use redundancy or to mitigate the outage has to be taken place.

4.4.6 Post Condition

Normal operation mode or

Restricted operation mode accepted by operator (activity to solve problem from long-term perspective is scheduled)
***** End of proposed content *******

