3GPP TSG-SA5 (Telecom Management)     
S5-080450 
Meeting SA5#58, 18 - 22 February 2008, St Julian, MALTA
Title: 
SON architecture for self-optimization

Agenda Item:
6.7
Document for: 
Discussion and Approval
1 Introduction
This document discusses architectural aspects of Radio Network Optimization and proposes a way forward for the related SON use cases for 3GPP LTE. This document is also submitted to RAN3 as R3-080355 sourced by Huawei, China Mobile and Telecom Italia. 
2 Architectural Options

2.1 architecture 1
In this document, architecture 1 is intended as the case where optimization algorithms are executed in an OAM node. 

For current radio networks there exists various advanced network optimization tools. Such tools generally can optimize and propose network configurations, estimate network performance by simulations, and visualize and process performance data information from the network. The degree of automated operation of current tools differs between vendors and they do not be able to optimise a multi-vendor network in an uniform way. 

The main advantages of a centralized multi-cell radio network optimization are:

· The overall solution can be simple as it can be based on Master-Slave and Client-Server approach based on CM and PM (FM). Related interfaces: are easier to standardize and make it easier to achieve multi-vendor operation. The simple Master-Slave/Client-Server principle, gathering all required information centrally, provides a simple and clear functional division, that allows not specifying algorithms but at the same time still making a multitude of optimizations possible, e.g. it is easy to have phased development of features and choose various level of automation.

· Single vs. Multiple algorithm instances: Network Optimization algorithms are similar to industry process control algorithms in their principle of a) analyzing input data b) producing an optimized delta configuration c) again go back to a). It is simpler to implement a robustly converging optimization in a single algorithm instance, than distributing the functionality across many different algorithm instances. The risk of having a system that is altogether non-converging is lower in a centralized system compared to a distributed system. Furthermore, a centralised architecture allows to manage more efficiently interferencies between different optimisation algorithms .
The main disadvantages of centralized network optimization are: 

· The network architecture needs another entity: the optimization server

· Scalability is more complex.

2.2 Distributed Architecture

In this doc, distributed architecture is intended as the case where optimization algorithms are executed in the eNode B. 

The main advantages of distributed multi-cell radio network optimization are:

· Easy Scalability regardless load or real-time requirements. Once there is a distributed solution that works, it is easy to scale up the network.

· Network architecture is kept simple, no additional entities needed.

The main disadvantages of distributed multi-cell radio network optimization are:

· More complex interfaces: The peer-to-peer relationship between eNode B involves increased need to specify interface details. In order to have multi-vendor interoperability, reactions to signaled indications must be specified, in addition to criteria for when to signal those indications. A significant part of the expected algorithms need to be specified. 

· Example: for distributed load balancing, a UE can be handed over from a cell earlier than it would be otherwise. Conditions that must be fulfilled to make it work properly are:

· Corresponding load-balancing must be implemented also in the target cell 

· The details of such a particular handover must be made known to the target cell

· Cell load must be known between the cells, and they must have the same understanding on what overload is, and which cell is overloaded.

In case the above listed conditions are not fulfilled, it is likely that the UE would soon be handed back.

· Example: distributed inter-cell interference coordination. Conditions that must be fulfilled to make it work properly: 

· Neighbour cells must react in a predictable way to reactive or proactive load indications, otherwise the result might be an even worse utilization of the available resources (e.g. some parts of spectrum still with high interference, some parts unused).

· All cells must have a common view on seriousness of indicated load, otherwise neighbour cells may backoff too little / too much, creating significant unfairness in the resource usage between the cells.

I.e. also here, main parts of the algorithms need to be pre-specified. 

· Need to predict specific use case: following the increased need to specify the protocol and algorithms, each multi-cell optimization use case needs to be predicted and designed in standards. Alternatively, if just signaling indications and no behavior is specified in a distributed architecture, single-vendor solutions can still work well, but multi-vendor operation will be largely impossible.
· Less able algorithms: 

· When spreading a particular multi-cell optimization across a number of distributed algorithm instances that can intercommunicate only by standardized interfaces, the algorithms will be limited by the standard. 

· In a distributed solution, a cell will have to decide on a configuration change based on indications and requests from all its neighbor cells. If a cell receives conflicting indications from its neighbors, it is very difficult / impossible to determine what action to take, to move into an overall better optimized network situation. The need for many iterations with small step sizes and slow convergence could be envisioned.

· Communication overhead: Multi-cell distributed optimizations would in general require information transfer between eNode Bs. A eNode B would need to communicate with N neighbour eNode Bs, compared to communicating with one central server in the central case, i.e. bandwidth need for communication is N times more. 

2.3 General Mixed centralized and distributed optimization
In a mixed architecture, it is needed to pay a particular attention to functions interaction: If we define some optimization functions to be distributed, and some other optimization functions to be centralized and these functions are related, i.e. if they control the same parameter/entity or affect the same performance measurement, then there are significant risks:

· These functions might not work well together, i.e. when both centralized and distributed optimizations are enabled. The different algorithms may make different conclusions and counter-act each other, or they may act in the same direction, overcompensating. Unnecessary dynamics caused by one algorithm reacting to decisions taken by the other algorithm might lead to oscillating behaviour with slow convergence (or even no convergence).

· Extra complexity in the form of Signalling between distributed and centralized optimization solutions might be needed for good behaviour, i.e. to ensure that algorithms do not interact in harmful ways.

· Vendor specific solutions might still work well.
2.4 RRM - SON mixed architecture in LTE

Actually it may be expected that in LTE there will be a mixed architecture with distributed and centralized functions that might interact. It has been decided that there is no centralized RRM server for LTE (at least in the first release). SON can be implemented centrally.
For this discussion, we define Multi-cell RRM as a function that optimizes performance on msec-sec timeframe, and we define SON as a function that optimizes performance on minutes-weeks timeframe (furthermore, RRM functionalities run on UEs signalling events and SON functionalities mainly run on statistical calculation bases).
An issue to be carefully taken into account is the case when RRM and SON optimize the same entity or related entities and RRM is in the eNodeB and SON is centralized; in this case PM counters used as input to SON are/can be affected by RRM, or SON and RRM may affect the same CM entities.

Possible Solutions to avoid harmful function interaction (in increasing complexity order): 

· Time scales for RRM and SON could be so different that RRM changes are averaged out on the SON time scale.
· RRM and SON could affect parameters in a different range, i.e. RRM – smaller optimizations, SON – setting boundaries/working points for RRM etc. 
· RRM and SON could have different trigger points, e.g. come into effect at different threshold levels. 

Note that centralized SON might need to behave differently depending on which RRM features are supported in the Node B.
Example: Distributed RRM Inter-cell interference coordination vs. Centralized SON coverage management. 

· These Functions could be mostly complementary, 
· There is some overlap, since centralized SON coverage management needs to know if RRM interference coordination is in operation and it must know the RRM efficiency in order to know how much to optimize cell overlap with regard to interference.

· Time-scales are different
· It is Possible to define unrelated measurements where RRM interference coordination is based on DL/UL CQI, and SON based mainly on mobility measurements (unaffected by RRM interference coordination).
3 Proposed Architectural principles

Principles for low complexity
a) The optimization of a certain parameter should preferably be done only by one algorithm instance
b) When different optimization processes involve inter-related parameters, the optimization algorithms should execute at the same place, e.g. when the output of different algorithms affect the same PM Counters or CM parameters.

Principles for low complexity and easy multi-vendor operation, 

c) Multi-cell SON functions should be centralized, multi-cell SON functions includes the following:

· Cell Coverage optimizations: Coverage related capacity/load optimization, Coverage related Interference Optimization, Coverage related cell edge performance optimization. Optimization to achieve continuous coverage. These cases are obviously of multi-cell nature.
· Mobility parameters optimization. These cases are Multi-cell nature, because: 

· Changing Mobility settings for only one cell usually do not work, also neighbour cells need to be adjusted (to avoid ping-pong etc)
· Observations of bad mobility settings in one cell are often done in other cells. 
· Mobility is inter-related with coverage optimization, and mobility optimisation should execute at the same place as coverage optimisation, because: 

· Same Detection mechanisms: Radio Link Failure, and access failure etc. 
· Inter-frequency Inter-RAT mobility can be both a sign of and solution to bad coverage.
· Load balancing can be done in several ways: by changing Coverage, inter-frequency mobility parameters, inter-RAT mobility parameters or intra-frequency mobility parameters.
For low complexity: 

d) Single-cell SON functions should be local in Node B, Single cell SON functions can include: 

· Local optimization functions, 
For specific cases, high complexity is acceptable if the function has very significant impact, and real-time requirements make centralized implementation impractical:  

e) Important Multi-cell RRM functions (few) should be distributed. Such functions include: 

· Multi-cell interference coordination. 

4 Proposals
Proposals below are aligned with the proposed restructuring of use cases in Ref [5]

Proposal 1: 
It is proposed to clarify that the already agreed ANR functionality in Node B, ref [10], is to generate neighbor relations in ANR list.

Editor’s note: SA5 understands ANR function does not have the capability to  determine optimized mobility parameter values.
Proposal 2: 
It is proposed that support of configuration of Cell reselection parameters and handover parameters in the load-balancing use case solution should follow architecture 1 use case, ref [4], shall follow the architecture 1 (See also new use case proposal, ref [9])

Editor’s note: this is SA5’s current discussion; SA5 should send LS to RAN3 to ask for endorsement for this approach.
Proposal 3: 
It is proposed that determination of optimized mobility parameter values for mobility robustness, which is part of the Handover optimization Use case (SA5), ref [10], shall follow the centralized architecture (See also new use case proposal, ref [7]) 

Proposal 4
It is proposed that the already agreed (in SA5) coverage & capacity optimization use case, ref [10], shall follow the centralized architecture, except for sub-tone optimization. (See also new use case proposal, Ref [6])
Proposal 5: 
It is proposed to agree on and document the architectural principles in chapter 3. 

The proponents volunteer to author any needed documentation.  
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