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Decision/action requested

Discuss the location of the AAF and OAM CO_EF
2
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3
Introduction
Contribution [1] provides some first material for the discussion on where the AAF and the OAM CO_EF should be located. As pointed out in [2] security aspects are not taken into account in [1]. This contribution in turn considers also these aspects in the discussion on the location of the AAF and the OAM CO_EF.
4
Assumptions
4.1
Assumptions regarding the IP Network Deployment
It is assumed that the eNodeBs are located in an untrusted network domain from the MNO’s perspective. The network can be considered as unrusted for the case that it is not operated by the MNO. But also in case it is operated by the MNO it should be considered as untrusted because an attacker will most likely be able to connect physically to it.

The OAM network in contrast is considered to be located in a trusted domain from the MNO’s point of view.

It is also assumed that L1 and L2 connectivity is established between the eNodeBs in the untrusted domain and applications in the trusted domain.

4.2
Other Assumptions

It is furthermore assumed that the operator plans his IP network in terms of which eNodeB is located in which network and which subnetwork. In addition to this he assigns also the host part of the IP address to a specific eNodeB. This process is done centrally and may or may not be assisted by ceratin tools. The output is an eNodeB IP address plan assigning to each eNodeB a certain IP address.

5
Requirements
The following Specification Level Requirements are proposed for discussion. It is expected that operators provide feedback on these requirements.
· [Req1] The OAM connectivity (incl. the IP address allocation) shall be established in a fully automated manner without the need for any preconfiguration of the eNodeB.

· [Req2] The automatic establishment of the OAM connectivity shall be fully secured, even if the eNodeB is located in an untrusted network domain.
· [Req3] It shall be sufficient if the eNodeB IP address plan is configured only into one single application. Manual or tool assisted splitting of the plan for the different vendor domains and configuring the different parts into different vendor specific applications shall not be necessary.
6
General Security Concept
IPSec and IKEv2 will most likely be used for securing the communication in E-UTRAN. As suggested by Ericsson in S5-080122 IPSec/IKEv2 should be used for securing communication between the eNodeBs and the OAM system [Req2] as well.

The trusted domain is protected with a Security Gateway (SEG). An AAF (DHCP server) must be available in the untrusted domain, which provides the eNodeB with an IP address in the address space of the untrusted domain.
The resulting architecture is depicted in Figure 1.
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Figure 1: Network Deployment
For establishing a secured connection to the trusted OAM network the following steps are necessary
· [A1.1] The newly installed eNodeB emits a DHCP request.
· [A1.2] The DHCP server answers with an IP address for the untrusted network and a basic IP configuration allowing the eNodeB to send packets to other hosts in the untrusted network.

· [A2.1] The eNodeB establishes a secured connection (tunnel) to the SEG using IPSec.

· [A2.2] The eNodeB receives another IP address and IP configuration for the trusted OAM network. After this the eNodeB is able to communicate with services in the trusted network and can proceed with self-configuration.
In order to be able to contact the SEG the eNodeB needs to know the IP address of the SEG. According to Req2 no pre-configuration of eNodeBs shall be required. This requirement can be met by the following:
· The answer from the DHCP server in the untrusted network (see step [A2] above) shall include the IP address of the SEG.

For [A2.2] there are two implementation possibilities
· Usage of IKEv2: Allows the eNodeB to request an IP address and IP configuration for the trusted network from the SEG using IKE messages.
· SEG configured as DHCP relay and a second DHCP server located in the trusted network: The eNodeB has to emit a DHCP broadcast.

7
Location of the AAF and OAM CO_EF for the Untrusted Domain
The AAF is located physically of course in the untrusted network. The question on the location should hence be rephrased as follows: Is the AAF in the untrusted network (A) a multi-vendor application serving all vendor domains of a mobile network or (B) a single-vendor application serving only one vendor domain?
The DHCP protocal is anyway standardized. 3GPP would need to define the way the IP address of the SEG is transported in the DHCP answer in order to make it multi-vendor. Except for this, the standard should probably specify no more details in order to allow for flexible deployments (e. g. one DHCP server for the complete mobile network or one DHCP server for each vendor domain).
8
Location of the AAF and OAM CO_EF for the Trusted Domain
3.1
AAF and OAM CO_EF located at EM Level
Figure 2 shows the architecture for the case that the AAF and OAM CO_EF for the trusted domain are located at EM level. Each vendor domain has its own SEG. Communication on blue interfaces must be standardized. Communication on red interfaces is proprietory.
The eNodeB IP adddress plan (output of the IP Planning) is splitted into the parts for the different EMs and configured via the standardized Itf-N into the E-UTRAN NRM IRP. This has to be done by the operator before the self-configuration process starts.

During self-configuration the steps [A1.1], [A1.2], [A2.1] and [A2.2] are performed. Steps [A1.1], [A1.2] are on a standardized interface. Steps [A2.1] and [A2.2] are on a proprietory interface. Hence, the standard does not need to make any statements regarding the implementation possibilities of [A2.2] mentioned in the previous chapter. Also how the eNodeB gets knowledge about the IP address of the EM or any other additional self-configuration service is outside the scope of the standard.
The following needs to be standardized for this solution:
· Usage of the DHCP extensions to be able to provide to the eNodeB the IP address of the SEG the eNodeB needs to contact.
· The E-UTRAN NRM IRP needs to have an attribute for the eNodeB IP address.
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Figure 2: AAF and OAM CO_EF located at EM Level
For this solution the following pros and cons can be identified
Pros

· Only very little standardization effort is required
Cons
· An eNodeB IP address plan splitter is required at NM level.
· Multiple AAF and OAM CO_EF are required, one in each DM.
· The eNodeB IP address plan needs to be made available in the EM by the operator via Itf-N.
3.2
AAF and OAM CO_EF located at NM Level
Figure 3 depicts the architecture for the case that the AAF and OAM CO_EF for the trusted domain are located at NM level.
During self-configuration the steps [A1.1], [A1.2], [A2.1] and [A2.2] are performed. All of them are on standardized interfaces. Hence, the mechanism for step [A2.2] needs to be selected, which is ffs.
The eNodeB needs to know also which servers have to be contacted for the remainder of the self-configuration process. Again, no pre-configuration shall be required according to Req2. This requirement can be met by the following:

· The mechanism providing the eNodeB with the IP address for the trusted network is also used for conveying the eNodeB the IP address of additional self-configuration services.
In case DHCP is used vendor extensions for DHCP need to be standardized for configuring additional data like the IP addresses of the other self-configuration services into the eNodeB. In case IKEv2 is used some standardisation effort would be required as well.

In case IKEv2 is used it is necessary to configure the eNodeB address plan for the trusted network and additioanl data into the SEG. The configuration can be done 
· With an open standardized interface

· With a closed interface in case (-> NM application and SEG from the same vendor)
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Figure 3: AAF and OAM CO_EF located at NM Level
Pros

· Solution is less complex
Cons

· Increased standardisation effort

9 
Open Issues and further Proceeding
The purpose of this contribution is to trigger the discussion on possible locations of the AAF and OAM CO_EF. Especially operators are inviterd to provide feedback.
Further evaluation steps may include an investigation on the reusability of self-configuration functionality for maintenance use cases.
































































































































































































