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1
Decision/Action requested

To discuss and agree on an improved Logical Architecture for Self-Configuration.
2
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Rationale

Contribution [1] introduces a method of decomposing SON Use Cases in [2] in function blocks, as well as giving an example of the method, using the Self-Configuration Use Case. 
This contribution uses this method and proposed a slight variation to the functional decomposition. This functional decomposition tries to better honour the main requirement of SON, to reduce Operator OPEX.

In [1], a functional decomposition is proposed. Figure 1 shows this decomposition as a reference:
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Figure 1. NSN proposal for functional decomposition.
4
Proposal
In order to try to reduce Operator OPEX, this contribution proposes the architecture in Figure 2. 
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Figure 2. Functional decomposition
The changes between Figure 1 and Figure 2 are listed below, together with justifications:
1) The Neighbour Cell List Planning (NCL_PLF) function is removed. The reason is that we assume the Automatic Neighbour Relation List (ANRL) function [3] will be used. ANRL eliminates the need for the operator to plan Neighbour Relations. However, configuration of the ANRL function is needed. This includes the switching on and off of ANRL, and configuration of Whitelists and Blacklists.
2) 2)
The Inventory Update Function is split into a server and a client part. The server part goes into the EM (OSS). The reason is to clarify the need for a client and a server part for the Inventory function. 
3) The SW_DF Server part is moved out of the gray “undefined” box and moved into EM. 
4) The Self Configuring Monitoring and Control Function (SC_MCF) moves from the NMS to the EM. The Self-Configuring of an eNodeB is a complex series of interactions, mainly between the eNodeB and the EM. By locating the control of these interactions to the entity where they occur, complexity and communication is reduced
5) The change in item 4 makes the Self Configuring Policy Control Function (CS_PCF) communicate to the SC_MCF through the Itf-N interface.
6) The RN_CD_SF and TN_CD_SF boxes are moved form the gray “undefined” box to the NMS. The reason is that they work on vendor-independent data (natively residing in the NMS level). They transform this data into vendor-specific data. In this position, they have good opportunity to efficiently distribute this data to the EMs.
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