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1
Decision/action requested

SA5 is asked to discuss and agree on a Logical Architecture for Self-Configuration
2
References

32.816 V1.1.0
Study on Management of LTE and SAE

3
Rationale

TR 32.816 specifies some requirements for Self-Organizing-Networks. In our understanding this is the umbrella term for self-configuration and self-optimisation. For self-configuration the use case “Establishment of new eNodeB in network” is given.
This contribution discusses a possible management architecture supporting this use case. Main focus is on a functional decomposition of the use case and the identification of locigal functional blocs. Once SA5 has reached agreement on this decomposition the next step can be tackled which is to place these functional blocs somewhere in the existing management architecture (EM or NM) or to define new entities for them.
The main intention of this contribution is thus to drive the discussion about where SON functions should be located forward. The approch chosen is not top-dwn, but rather bottom up by discussing the question for each logical function of the self-configuration process separately.

4
Proposed Self-Configuartion Architecture

4.1
Functional Decomposition of the Self-Configuration Process
The first step is to identify a possible sequence of actions that have to be taken after physical installation (i.e. mounting of node, cabling, power connection, antenna connection, etc.) and before the new network node can become operational (i. e. carry traffic)
· An address has to be allocated to the new node.

· The node has to be provided with basic information about its transport network environment.

· The node has to be provided with the address of the OAM/OSS system or the part of the OSS providing support for the self-configuration process to which it shall connect.

· The node has to connect to the OAM/OSS system (or the part of the OSS providing support for the self-configuration process) by using the information from the two bullet points above.

· The node has to provide some information to the OAM system about its identity, hardware configuration etc.

· Based on this information software has to be downloaded into the node.

· The inventory system in the OSS has to be informed that a new node is in the field.

· The (transport and radio) configuration data for the node has to be made available by either preparing it or making prepared configuratioin data available.

· The node has to be provided with this new configuration data.

· Dependent nodes may have to be updated with new configuration data as well.
· The S1- and X2-links have to be set up.
After these steps the node is connected to the OAM system and is configured (manageable). Dependent nodes are updated with a new configuration as well and the new node can start to carry traffic (enter the operational state).

4.2
Logical Architecture suppprting the Self-Configuration Process

After identifying what has to be done Logical Functions or Functional Blocs can be defined. These support the actions of the self-configuration process.
The propopsed functional architecture is shown in Figure 1. It depicts numerous Logical Functions. Not all functions are required for a self-configuration process. For example, the Inventory Update Function could be omitted.
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Figure 1
Figure 1 shows new logical functions. It also shows logical functions for functionality which may already exist in the OSS of some operators (marked in Figure 1 with the pink boxes in the background). From this perspective, this contribution proposes a logical gouping for this functionality and how it may be re-used by and inserted into the proposed self-configuration process.
New Logical Functions

Address Allocation Function (AAF):

This function allocates an address to the newly installed NE. This address can be an intermediate address that is only used during the self-configuration process or also the final address that is also used during normal operation after completion of the self-configuration process. The AAF can be split into a client part and a server part.

OAM Connectivity Establishment Function (OAM CO_EF):

This function provides to the newly installed NE information about its transport network environment that is required for starting communication with another entity.

In addition to this, the address of the OAM/OSS system, to which the node shall connect to, can be provided by this function (in a single or multi-step process). It would also be possible to split off this function of providing the address of the OAM/OSS system into a logical entity of its own.

When the node has the information provided by this functionit can connect to the OAM system. The CO_EF can be split into a client part and a server part. 
Software Download Function (SW_DLF):

This function downloads software into the newly installed node. Selection of the appropriate software may require communicating some information about the node (e. g. node identity, hardware configuration). The SW_DLF can be split into a client part and a server part.

Inventory Update Function:

After establishing connectivity and downloading the software the node may inform the inventory system about its presence in the field.

Self-Configuration Monitoring and Control Function (SC_MCF):

This function monitors the self-configuration process and provides the operator with this information. This function must be able to get information about all other functional blocs. In addition to this it allows to control the execution of the self-configuration process.

Self-Configuartion Policy Control Function (SC_PCF:

The self-configuration process may be controlled via policies or rules that are configured into the functional blocs. This function allows to configure these policies.

Call Processing Link (CPL) Connectivity Establishment Function (CO_EF):

This function establishes the links used for call processing between different network nodes. In the LTE / SAE network these are the S1-link and the X2-link.

Re-Used Logical Functions

Radio Network Planning Function (RN_PLF):

This function provides a Radio Network Plan. This plan features some basic configuration parameters for the radio network. It may include the planning of the Neighbor Cell List (NCL).

Multi-Vendor Radio Network Configuration Data Preparation Function (RN_CD_PRF):

This function adds some more confifuration parameters to the plan. These are e. g. vendor specific radio configuration parameters.

Radio Network Configuration Data Splitter Function (RN_CD_SF):

The configuration data provided as output by the RN_CD_PRF comprises data not only for the newly installed node, but also for dependent nodes whose configuration has to be updated due to the insertion of the new node. If the dependent nodes are managed by different EMs the configuration data needs to be split into the parts for every EM.

Single-Vendor Radio Network Configuration Data Preparation Function (RN_CD_PRF):

This function adds very detailed vendor-specific parameters (e. g. hardware related parameters) to the configuration data. The output of this function has the entire configuration data required to configure the nodes.

Radio Network Configuration Data Download Function (RN_CD_DLF):

After the configuration data is completely prepared it has to be downloaded into the network nodes. This function takes care of this.

Transport Network Planning Function (TN_PLF):

This function provides a Transport Network Plan. This plan features some basic configuration parameters for the transport network. It may include the planning of Pool Areas (PA).

Multi-Vendor Transport Network Configuration Data Preparation Function (TN_CD_PRF):

This function adds some more confifuration parameters to the plan. These are e. g. vendor specific transport configuration parameters.

Transport Network Configuration Data Splitter Function (TN_CD_SF):

The configuration data provided as output by the TN_CD_PRF comprises data not only for the newly installed node, but also for dependent nodes whose configuration has to be updated due to the insertion of the new node. If the dependent nodes are managed by different EMs the configuration data needs to be split into the parts for every EM.

Single-Vendor Transport Network Configuration Data Preparation Function (TN_CD_PRF):

This function adds very detailed vendor-specific parameters (e. g. hardware related parameters) to the configuration data. The output of this function has the entire configuration data required to configure the nodes.

Transport Network Configuration Data Download Function (TN_CD_DLF):

After the configuration data is completely prepared it has to be downloaded into the network nodes. This function takes care of this.

Possible Interactions between the Functional Blocs

Figure 1 and 2 show two possible deployment scenarios regarding the interaction between the new self-configuration functions and the already existing logical functions that can be re-used (with appropriate extension for LTE).
Figure 1 shows a fully automated scenario (supposed each locical function triggers execution of the next one), where the entire Configuratiion Data preparation functions are integrated into the self-configuration process. Figure 2 shows a scenario, where only the download of the configuration data into the network nodes is triggered within the self-configuration process. However, this data has to be ready and available. It is not prepared as part of the self-configuration process itself, but has to be prepared ouside of this process (most likely of course by using the existing tool chain). Other scenarios, where the re-used tool chain is only partly integrated into the self-configuration process are possible as well.
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Figure 2
The sequence of the execution of these functions could be changed also in some cases. For example, the Inventory Update Function could be executed also at a later point in time. Also the location of the Splitter Functions could be changed in the Configuration Data preparation tool chain. For this reason the arrows between the logical functions in Figure 1 and 2 should be considered just as an example. Also interactions between functions that are not connected by arrows are possible.

4.3
Location of the Logical Functions

After SA5 has agreed on the Self-Configuration Architecture in terms of Logical Functions it has to be decided where these functions should be located in the Management Architecture (NE, EM NM) or if a new entity should be defined. Note that the different Logical Functions do not need to be located all at the same place.
Figure 3 shows a possible deployment scenario.
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Figure 3

For most of the functions there is a rather obvious place whereas for some functions more investigation is required. The latter ones are marked with a grey box in the background.
The functions requiring more investigation are namely the AAF-Server, the OAM CO_EF Server and the SW_DF Server.
Also the RN_CD_SF and TN_CD_SF could be moved down into the EM and the data then distributed over the Itf-P2P. However, in the current architecture the splitter is located at NM level.

4.4
Proposal
SA5 is asked to discuss and agree on a logical architecture for self-configuration. This contribution presents a possible solution, which can be used as a starting point for the discussion.
I a second step the location for each functinal bloc should be decided.

It is proposed to add the logical architecture to chapter 6 of 3GPP TR 32.816 (new structure).

















































































