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1
Introduction

At the joint meeting of RAN3 and SA5 it was evident that the further information was required to understand the background of the requirements presented in [1].
The main high-level requirement for LTE is that it should operate efficiently in a pure multi-vendor environment. One of the key areas to allow LTE to satisfy this goal is the standardisation of SON for a multi-vendor RAN.
2
Centralised vs Distributed SON
During the analysis of SON it was identified that the SON algorithms for different optimisation activities could either be implemented down at the eNodeB or in a centralised location 
2.1
Optimised distributed algorithm operation

If the SON functionality were to be implemented at the eNodeB it would introduce significant additional complexity to the standards as the interfaces between eNodeBs would need to carry SON related information. This activity would not only require the definition of SON information on the interfaces between the eNodeBs, but would also require the standardisation of some characteristics of the SON algorithms and necessary co-ordination mechanism of neighbouring SON algorithms to ensure stability.
The level of co-ordination required to achieve stable performance from distributed SON algorithms for some SON functions is likely to be large, and would not be realistic in a fully multi-vendor environment to achieve the most optimised parameter settings. 
In some scenarios it is assumed that a specific eNodeB may need to work in a sub-optimal manner, to achieve a network wide optimisation, and it is not clear how this would work in the distributed manner.
Additionally, it is assumed that if we adopted a distributed approach it would be possible only to standardise a subset of SON functions within the timeframe of the first release of LTE. This would mean that a significant proportion of SON functionality will be proprietary and hence will restrict Multi-vendor deployments. 
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Figure 1 Illustration of a restricted Multi-vendor deployment
Even in the case where significant areas are covered by a single network vendor there will be efficiency problems at the boundary between different vendors which would need to be managed by the operator. This is likely to mean that the concentration of eNodeBs to achieve a specific capacity of coverage will need to be increased where the SON functions are not working effectively. 

The operational task of optimising the parameters for the cells on the boundary between two networks will be considerable as this would not be possible for the SON in this scenario, and therefore the single vendor SON solution is not seen as acceptable.

2.2
Real time optimisation limitations of centralised SON
The most optimal setting for some eNodeB parameters may vary in real time depending on radio conditions and traffic load in the cell and neighbouring cells. To allow a centralised SON algorithm to set the most appropriate value would require frequent measurement information to be passed across the network which may incur significant load on Network Interfaces and SON entity scalability. 
The real time nature of the centralised architecture will be limited by the following:

· The latency of passing the information to a centralised point, processing the information and returning the updated parameters to the eNodeB; 
· The acceptable load on the network interfaces for the transferral of SON information; and

· The processing power or size of the centralised SON entity.
3
What level of Multi-vendor SON
3.1
Single-vendor centralised vs Multi-vendor centralised
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Figure 2 Single-vendor centralised Architecture - with single vendor coverage regions
Some vendors argue that the deployment scenario for LTE will be along the lines shown in Figure 1, where the benefit of SON functionality across the P2P interface is only seen as needed to provide a minimal level of optimisation over the multi-vendor interface.
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Figure 3 Single-vendor centralised Architecture - with multi-vendor coverage regions
One of the main requirements for LTE from the operator point of view is the ability to operate the LTE network in fully multi-vendor environment. Therefore the assumption made that single vendor coverage areas should be taken as a basis is incorrect. To achieve a SON solution using this architecture would require significant functionality to be standardised over the P2P interface.
The two solutions for the Single-vendor centralised architecture depicted above in Figure 2 and 3, only differ by the level of functionality which is deemed to be needed over the P2P interface.

The difference between the single-vendor centralised (i.e. the SON in the EM) and the distributed (i.e. the SON in the NE) is very much dependent on the multi-vendor deployment strategy of the operator. If the operator requires (which we do) to have a fully multi-vendor RAN then logically there is very little difference between the single-vendor centralised and the distributed architectures. Really the only difference is on which logical interface the SON related information is being passed, i.e. X2 or P2P. Therefore the single-vendor centralised would have all the complexities of distributed architecture to meet the requirement of optimisation in a multi-vendor deployment scenario.
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Figure 4 Multi-vendor centralised Architecture
In a Multi-vendor centralised approach, shown in Figure 4, the centralised SON algorithm would to sit above the RAN nodes of different vendors, and therefore would not have any internal interfaces defined. The only interfaces this entity would have would be the Input measurements and the Output modifications to the configuration. 

The information which in figure 2 and 3 which is passed over the interface between the NE and the EM, would instead be passed in a standardised format up to the Network Manager.
3.2
Interface between neighbouring SON algorithms
In the distributed SON or single-vendor centralised SON architectures information would need to be passed between the neighbouring cells. This information would not just be performance measurements, but would also need to be information about the current configuration as in some scenarios a parameter would need to be constant between neighbour cells. 
However this information is only useful to an SON algorithm if it knows how its neighbouring SON algorithm will react, so it would require some standardisation of algorithm. Is this feasible?
Considering the above, to agree on the information needed to be passed over this interface will take considerable effort, and will result in limitations to the SON.
3.3
P2P Interface 

If the P2P interface is used to pass information between the single-vendor centralised SON entities then this implies that each EM knows the mapping of NE to EM across the region which the SON algorithm requires to synchronise. 

If the EM needs to know about the network topology an additional procedure would be required across the P2P interface to inform all other EMs every time a new cell is added to and removed from the network. 

The single-vendor centralised SON would require the SON information to be passed over the P2P interface, and it is not likely that this interface can be updated to incorporate the required SON information whilst still meeting the timeframe for the first deployment of LTE. 
Firstly on a case by case basis it should be discussed which information needs to be passed between neighbouring EMs for LTE, with the default being none. Any information needing to be passed between neighbouring Element Managers should be passed through the Network Manager, not on a direct interface to avoid the need to populate each EM with Network Topology information.
3.4
Integration effort of an Inter-SON algorithms Interface
If information were to be passed between the SON algorithms then each time the SON algorithm is upgraded for a particular vendor then the whole SON system would need to be tested. This would involve:

· Ensuring that the new SON algorithm is receiving all the necessary information from each peer SON algorithm which may require each peer SON functions to be upgraded;

· Ensuring that the SON performance of the new algorithm is meeting the requirements.

· Ensuring that interoperability of the new SON algorithm with each other version of a SON algorithm from each vendor, ensuring that there is no degradation in the performance from the other vendor’s SON algorithms.
· Additionally it is assumed that the stability of each newly deployed algorithm would need to be determined, and as such would stay under operator control until an operator trusts the new algorithm.

The process of inter-operability and performance testing the upgrade of many different vendors SON algorithms would be a considerable overhead, and as it is expected that in an initial SON deployment phase the SON algorithm would need frequent adjustment to ensure that it is stable and optimal.

3.5
Reliability of input data

In many cases the eNodeBs are providing the input data which forms the basis of the SON activities. The quality of the output of the SON algorithm can only ever be as good as the quality of the input, and therefore it is an essential prerequisite that this information is consistent across the eNodeBs of different vendors. To satisfy this requirement there is an initiative in the RAN groups to ensure eNodeB measurements be standardised.

3.6
Transparent transport of network data

In some of the current EM implementations the EM translates the information being received from the eNodeB before it is sent up to the Network Manager. This process can introduce translation errors into this data, which in turn can ruin the output of the SON algorithms. There do not seem to be any advantages for an implementation to have the EM perform this translation.

A preferred solution would be to use a common object model for the information being passed between the eNodeBs and the Network Manager, as this would avoid any errors being unnecessary introduced into the measurement data.
3.7
Interactions between the RAN and CN domains

It is proposed that there is not direct connection between the EM of the RAN domain and the EM of the CN domain. Any information required to be passed between the RAN and CN domains would be passed via the Network Manager.

Currently there are discussions in the RAN groups on the use of NAS signalling to pass (service, subscription or UE specific) radio information to a UE. This radio information needs to be passed to the MME, however this would need to be optimised by an SON algorithm. These parameters would need to work independently of the network vendor of the RAN node where the UE is currently located. Therefore in this case it is clear that a single SON algorithm would need to be in control of the information stored at the MME (to be passed to the UE at a later time). 

It is assumed that this information be generated in the Network Manager of the RAN domain, before being populated into the MME.
4
Conclusion

For the first release of LTE the use of a centralised architecture is seen as more realistic in terms of:

· Solution simplicity

· Standardisation effort

· Integration effort

· Step-by-step roll out of SON functions.

· Easy transition from an open loop to a closed loop SON solution (as the network operator gains more trust in the reliability of the SON)

· Multi-vendor optimisation

· Common SON functionality across eNodeB vendors (i.e. no eNodeB roadmap mediation required)

In a second standardisation phase, on a function by function basis it should be discussed whether a distributed SON solution would provide significant benefits in terms of system performance by allowing the system parameters to be optimised in a lower latency manner (i.e. in the first phase there should only be a limitation on frequency of updates, and not SON functionality). 

It is also proposed that a framework be agreed in the first phase of LTE standardisation which allows a smooth transition between the centralised and distributed SON algorithm for these functions. This mechanism would need to allow different distributed SON functions to be implemented in different eNodeB vendors, and their use by the eNodeB would be under the control of the Centralised SON entity.
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