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5.1.5.5
System Management


5.1.5.5.1
ITU-T


In [94] ITU-T describes its management philosophy and lists the tasks for each of the management layers it defines. ITU-T does so by identifying functions and function sets.


The following function sets from the fault management (FM) area deal with the end-user, who is called customer and subscriber interchangeably in [94].


According to [94] Fault Management enables the detection, isolation and correction of abnormal operation of the telecommunication network and its environment. It provides facilities for the performance of the maintenance phases from ITU-T M.20. The quality assurance measurements for Fault Management include component measurements for Reliability, Availability and Survivability (RAS).

· RAS Quality Assurance: RAS Quality Assurance establishes the reliability criteria, which guide the design policy for redundant equipment (a responsibility of Configuration Management), and the policies of the other function groups in this area


· Service outage reporting function set: This set provides access to a database of outage reports concerning an outage of services to multiple customers. The report may include the type of services affected, the number of customers affected, and the start and end times of the outage. Such reports include statistics concerning service outages by designated areas and over designated periods of time


· Fault Localization: Where the initial failure information is insufficient for fault localization, it has to be augmented with information obtained by additional failure localization routines. 


· Network fault localization function set: The process to determine faults starts with the information received by status management from the network (e.g. alarm report, user message from customer, real-time status report by N/W carriers, etc). Based on the fault information received, the trouble ticket is opened by ticket management and consolidated with the related trouble ticket.


Event management will analyse the fault report, and there are four opportunities for reaching the next status: diagnosed, help required, suspended or went away.


After successful diagnosis, the problem will be "repaired", and the trouble ticket may be closed. Otherwise, the problem may be reselected. Problems, which disappear or are suspended, or when their time expires, may be changed to an "expired" status. After the problem is determined, the problem message is sent to the customer, for instance, outage equipment.


· Fault Correction: Fault Correction transfers data concerning the repair of a fault and for the control of procedures that use redundant resources to replace equipment or facilities that have failed.


· Arrangement of repair with customer function set: This set supports contacting a customer to schedule dispatch to customer premises.


5.1.5.5.2 
3GPP

[113] describes the requirements and information model necessary for the Telecommunication Management (TM) of 3G systems. It treats a 3G system as a multitude of Network Elements (NE) of various types and, typically, different vendors, which inter-operate in a co-ordinated manner in order to satisfy the network users' communication requirements. [113] consists of two parts, an NE management part and a system management part.

NE Management Part

The occurrence of failures in an NE may cause a deterioration of this NE's function and/or service quality and in order to minimize the effects of such failures on the Quality of Service (QOS) as perceived by the network users it is necessary to:


· detect failures in the network as soon as they occur and alert the operating personnel as fast as possible;


· isolate the failures (autonomously or through operator intervention), i.e. switch off faulty units and, if applicable, limit the effect of the failure as much as possible by reconfiguration of the faulty NE/adjacent NEs;


· if necessary, determine the cause of the failure using diagnosis and test routines; and,


· repair/eliminate failures in due time through the application of maintenance procedures.


According to [113] this aspect of the management environment is termed "Fault Management" (FM). Its purpose is to detect failures as soon as they occur and to limit their effects on the network Quality of Service (QOS) as far as possible. 

Fault Management (FM) encompasses all of the above functionalities except commissioning/decommissioning of NEs and potential operator triggered reconfiguration (these are a matter of Configuration Management). 

FM also includes associated features in the Operations System (OS), such as the administration of a pending alarms list, the presentation of operational state information of physical and logical devices/resources/functions, and the provision and analysis of the alarm and state history of the network.

Network Management Part


An operations system on the network management layer (i.e. the NM) provides fault management services and functions required by the 3G operator on top of the element management layer.


The N interface (Itf-N) may connect the Network Management (NM) system either 

· to Element Mangers (EMs) or 

· directly to the Network Elements (NEs)

by means of Integration Reference Points (IRPs). 

In [113] the term "subordinate entities" defines either EMs or NEs, which are in charge of supporting the N interface.


The following paragraphs describe the properties of an interface enabling a NM to supervise a 3G-telecommunication network. To provide to the NM the Fault Management capability for the network implies that the subordinate entities have to provide information about:


· events and failures occurring in the subordinate entities;


· events and failures of the connections towards the subordinate entities and also of the connections within the 3G network;


· the network configuration (due to the fact that alarms and related state change information are always originated by network resources, see 3GPP TS 32.600-series [1]). This is, however, not part of the FM functionality.


Therefore, for the purpose of FM the subordinate entities send notifications to a NM indicating:


· alarm reports (indicating the occurrence or the clearing of failures within the subordinate entities), so that the related alarm information can be updated;


· state change event reports, so that the related (operational) state information can be updated. This is, however, not part of the FM functionality.


The forwarding of these notifications is controlled by the NM operator using adequate filtering mechanisms within the subordinate entities.


The Itf-N provides also means to allow the NM operator the storage ("logging") and the later evaluation of desired information within the subordinate entities. 


The retrieval capability of alarm-related information concerns two aspects:


· retrieval of "dynamic" information (e.g. alarms, states), which describes the momentary alarm condition in the subordinate entities and allows the NM operator a synchronization of its alarm overview data;


· retrieval of "history" information from the logs (e.g. active/clear alarms and state changes occurred in the past), which allows the evaluation of events that may have been lost, e.g. after an Itf-N interface failure or a system recovery.


As a consequence of the requirements described above, both the NM and the subordinate entity shall be able to initiate the communication.

5.1.5.5.3 
TMF


This subsection gives a general overview of the network management philosophy according to TMF and how its meta data is structured. This is intended as supplementary information to section 5.1.5.1.6.

As described in [98] TMF’s architecture is based on a distributed and interface oriented architecture. The basic entity is the interface and any running system (composed of runtime entities) makes use of (supports) some these interfaces. The runtime entities are composed of components, which are organized into models.

A software component [98] merges two perspectives:


· the component as an implementation: can be deployed and assembled into larger subsystems

· the component as an architectural abstraction: express design rules that impose a standard coordination model on all components

In order to arrive at a component model and a component framework [98] defines the following notions:

· component interface: coherent set of functional capabilities (attributes and operations) 

· role: expected behaviour pattern of an agent in an interaction

· component model:

· specifies the design rules, which must be obeyed by components

· describes how components can be composed into larger assemblies (components again)


· defines the external visibility of a component

· component framework: provides the services and mechanisms to support and enforce a component model

One of the most important points in TMF’s network management definition is the distinction between 

· technology independent concepts (leading to a Technology Neutral Architecture – TNA) and


· concepts specific to one or more technologies (leading to Technology Specific Architectures – TSA)

The software entities of an NGOSS system [98], which provide services to other entities do so via interfaces, which characterize the services with the following properties:

· A description of the service in terms of 

· The meta data used to describe the interface

· The meta data used o describe the operations that may be invoked on the service


· The set of results, which may be returned upon invocation of an operation

· The behaviour of the service (optional):

· Preconditions under which an operation may be invoked

· Postconditions definig the state a system is left in for each response of an invoked operation.

· The service must be manageable independently

Telemanagement Forum defines the following types of services:

· Basic Framework services: needed to support Application Domains (e.g. registration, Naming Location)

· OSS Framework Services: services to support any type of distributed OSS on the chosen NGOSS component model

· OSS Application Services: services specific to a Service Provider’s environment (e.g. Fault Management, Billing)

One means to develop standard NGOSS solutions according to TM Forum is by applying the eTOM (enhanced Telecom Operations Map) developed by the TM Forum. It provides a business operations framework , which characterizes all the business activities a Service Provider will use.
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It should be noted that eTOM has many single-enterprise aspects, but it has been recognized that for a business-to-business approach enterprise external aspects have to be taken into account as well. 

Figure 5.1.5.5.3.1: The Fulfillment process flow according to [115]

The eTOM concept is developed in different levels, each level providing more detail concerning the processes involved.

Level 0 – Conceptual View

The eTOM has three major process areas:

· Strategy, Infrastructure and Product: this bullet covers planning and life cycle management

· Operations: this bullet covers the core of operational management

· Enterprise Management: this bullet covers corporate or business management

In addition eTOM identifies four key functional process structures (horizontal rectangles in the figure above). 

· Market, Product and Customer processes: processes concerning sales and channel management as well as marketing


· Service Processes: service development, service delivery, service configuration, service problem management, quality analysis, rating

· Resource Processes: development and delivery of resource infrastructure and its operational management

· Supplier/Partner Processes: deal with the interaction of the enterprise with its suppliers and partners.

Finally eTOM defines who interacts with the enterprise:

· Customers: to whom the products of the enterprise are sold

· Suppliers: provide resources or other capabilities

· Partners: operate with the enterprise in a shared area of business

· Employees: work for the enterprise

· Shareholders: have invested in the enterprise

· Stakeholders: have commitment to the enterprise other than through stock ownership

Level 1 – CxO View


There the eTOM is decomposed into a set of level 1 process groupings. One topic, dealt with in eTOM is Fulfillment. In [115] selected process flows are discussed. Figure 5.1.5.5.3.1 shows TMF’s scenario for DSL end-to-end Fulfilment flows in their context with the overall eTOM level 1 model. 

The figure has to be read under the following assumptions:


· There is limited pre-provisioning of infrastructure to end-users

· Part of the resources will be provided internally, part from external sources (e.g. an incumbent carrier provides the local loop)


· Multiple external suppliers are considered for the necessary external resources


· The service has moderate complexity

Most of the high level process linkages are within the level 1 Fulfilment process group, but still some interactions can be identified outside this vertical process area.





3GPP





