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1 Decision/action requested

Agree on inclusion of the below use cases as requirements in TR 32.816 instead of the use cases 2-6 from contribution S5-070207
2 References

[1]
R2-061545, Complexity minimisation to setup and optimise an LTE network, T-Mobile, KPN

[2]
R2-061929, Standardisation policy for plug and play RAN, NTT DoCoMo

[3]
R2-062230, Discussion on Auto-configuration and Dynamic Optimization, Lucent, T-Mobile

[4]
R2-062156, Measurements for Network Optimization, Motorola, T-Mobile

[5]
R2-062411, Support for self-configuration and self-optimisation Proposal for Stage2 (Chapter 19.1), 

[6]
R2-062940, Support for self-configuration and self-optimisation Proposal for Stage2 (only RAN2 
relevant part), T-Mobile

[7]
R3-061487, Self-Configuration and Self-Optimisation, Problem Statement and Definition, T-Mobile

[8]
S2-063879, Support for self-configuration, T-Mobile

3 Rationale
Reduction of cost and complexity are key drivers for RAN Long Term Evolution. It is therefore of vital interest for operators to minimise operational effort & cost by introducing self configuring and self optimising mechanisms. Self optimising function increases network performance and quality reacting to dynamic processes in the network.

Especially in the early deployment phase of a new system the efforts to set up and optimise are significant and traditionally lead to lengthy periods of getting an optimum and stable system setup. It is thus essential to have self configuration and self optimisation mechanisms already available at initial deployment.

SA5 is asked to define the necessary measurements, procedures and open interfaces to support self configuration and self optimisation function in a complex multi vendor system.
It is intended to get information about network status, process this information and derive appropriate configuration on this, as shown in figure 1. The goal is to reduce human effort and to support any needed manual interactions in an excellent way.
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Figure 1: Close the loop: network monitoring, processing, configuration.
SA5 is asked to standardise O&M procedures, O&M interfaces, measurements and possibly in general interfaces and procedures to support the optimisation loop in an excellent way and with minimised operational effort.

4 Detailed proposal
Use case 2: Generic Use case Optimisation: 
The following text is an example of how an optimisation can be done in a mobile network.

Scenario description: Optimisation of a certain parameter
· Objective: Description of procedures to optimise a certain parameter
· Scheduling: triggered either by network problems related to this parameter or on demand
· Input source (input optional depending on algorithm): 
· Dedicated Optimisation Nodes

· Planning tool, with possible manual intervention and decision

· EMS/NMS performance measurements (reflecting network status like KPI, measurements etc.)
· EMS/NMS configuration data (reflecting network configuration)

· Others …

· Functionality: Based on input parameter all necessary optimisation is processed:
· With human interaction

· Without human interaction based on pre-configured action reacting on certain triggers

· Without human interaction based on autonomous intelligent actions by network

· Actions: 
· Network monitoring 

· Deriving optimised parameter

· Configuration of optimised parameter
· Network monitoring and checking success of re-configuration
· Expected results: optimisation procedures lead to better network quality (means performance, capacity and reliability) with minimised operational effort
Use case 3: Neighbour cell list Optimisation:
The following text is one example of neighbour cell list optimization.

Scenario description: Neighbour cell list optimisation
-
Objective: Optimisation of neighbour cell list of self-configuration instance
-
Scheduling: On demand or periodic
-
Input source (all input optional depending on algorithm): 
-
Location of the neighbours (distance),

-
UE measurement reporting or eNodeB radio scanning for neighbours, 

-
Field strength information,

-
Event counters like cell specific call drops or handover failures

-
NMS/EMS configuration data

-
Planning tool data

-
…
-
Functionality: an algorithm selects the neighbours and/or optimises neighbour related parameterisation based on the input observation 

-
Actions:

-
Establish X2 interface towards neighbour eNodeB (if new)

-
Configuration of optimised neighbour related parameters in both eNodeBs (if any)

-
Expected results: Optimised neighbour cells list and neighbour related parameter. This list and parameter can be sent to the OSS/EMS for potential statistical collection, acknowledgement or correction.

Example (Informative description):
In operational phase, a further optimisation of neighbour list (including 2G/3G) can be done considering e.g. radio measurements of eNodeBs and UEs or call events like call drops, handover problems etc.. For this approach RRC connections (calls, signalling procedures) and their accompanying measurements can be used to gather the needed information about neighbours. Known neighbours can be checked if they are really appropriate concerning real RF conditions, new ones can be included based on information in UEs about detected cells. 
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Note. Data Processing function can be performed in distributed way as well depending on chosen architecture.

Figure x: Optimisation of neighbour list and related cell parameter

Use case 4: Handover Optimisation:

Note: the use case is based on experiences in GSM/UMTS and so only the principles for LTE can be presented due to missing details on handover procedure in LTE.

Scenario description: Optimisation of handover parameter like HO neighbour list, neighbour specific thresholds, margins and hysteretic parameter
· Objective: Description of procedures to optimise a certain HO parameter
· Scheduling: triggered either by network problems related to this parameter or on demand
· Input source (input optional depending on algorithm): 
· HO trigger reasons

· KPIs: cell and neighbour specific HO success/failure rate, cell and neighbour specific Path Loss, Received signal strength and interference measurements before HO events

· In ideal: all measurements can be linked with correct location information

· Planning data like maps, location of cells, theoretical path loss/interference

· Drive test results in proprietary/standardised form

· Traces of interfaces (like Abis, Iub, Iu, A)

· Functionality: Based on input parameter all necessary optimisation is processed:

· With human interaction: analysis of drive tests, traces

· Without human interaction based on pre-configured action reacting on certain triggers: if certain average measurement values fall below certain threshold default configuration patterns can be set

· Without human interaction based on autonomous intelligent actions by network: network finds optimal configuration based on complex procedures

· Actions: 
· Network monitoring 

· Deriving optimised parameter

· Configuration of optimised parameter
· Network monitoring and checking success of re-configuration

· Expected results: optimisation procedures lead to higher HO success rate for certain cell-cell neighbour couple with minimised operational effort
5 Attachment: Chapter 6.21 of TR3.018
6.21
Support for self-configuration and self-optimisation

6.21.1 Definitions

This concept includes several different functions from eNB activation to radio parameter tuning. 

Figure 6.21.1-1  below is a basic framework for all self-configuration /self-optimization functions.

6.21.1.1 Self-configuration Process Definition

Self-configuration process is defined as the process where newly deployed nodes are configured by automatic installation procedures to get the necessary basic configuration for system operation.
This process works in pre-operational state. Pre-operational state is understood as the state from when the eNB is powered up and has backbone connectivity until the RF transmitter is switched on.

As described in Figure XX below, functions handled in the pre-operational state are covered by the Self Configuration process e.g.

· Basic Setup and

· Initial Radio Configuration

NOTE:
Depending on the final chosen functional distribution in RAN, the feasibility of following items should be studied e.g.:

· To obtain the necessary interface configuration;

· Automatic registration of nodes in the system can be provided by the network; 

· Alternative possibilities for nodes to obtain a valid configuration;

· The required standardization scope.

6.21.1.2 Self-optimization Process Definition

Self-optimization process is defined as the process where UE & eNodeB measurements and performance measurements are used to auto-tune the network.
This process works in operational state. Operational state is understood as the state where the RF interface is additionally switched on.
As described in Figure XX, functions handled in the operational state are covered by the Self Optimization process e.g. 

· Optimization / Adaptation

NOTE: 
depending on the final chosen functional distribution in RAN the feasibility of following items should be studied e.g.:

· The distribution of data and measurements over interfaces relevant to RAN3;

· Functions/entities/nodes in charge of data aggregation for optimization purpose;

· Dependencies with O&M and O&M interfaces, in the self optimization process;

· The required standardization scope.

The architecture of logical self-configuration/optimization functionality is FFS.
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Figure 6.21.1-1  Ramifications of Self-Configuration /Self-Optimization functionality.
6.21.2 Self Configuration

Self-configuration is the process where newly deployed nodes are configured by automatic installation procedures to get the necessary basic configuration for system operation. Main functions are:

6.21.2.1 Basic setup

This stage includes all the functions required for installing a new node to an operator network, prior to setting up the radio parameters. At least the following sub-functions need to be considered:

a1) Configuration of IP address and detection of OAM server

First of all, the node has to establish an initial logical connectivity to the OAM server (details of such a server is FFS) for authentication and to obtain the required information to join the network. To reach the OAM server, the node needs to know for example, its own IP address, gateway address, and DNS server address. To support self-optimisation/self-configuration, these addresses need to be acquired in a dynamic manner, which can be implemented by current RFC protocols like DHCP.

a2) Authentication of node/NW

After establishing the initial connectivity to the OAM server, the node must be authenticated by the operator network (and possibly vice versa) before any further transaction. This authentication is crucial to deny network piracy by unlicensed nodes. Such risk is likely to increase in the LTE era, as home-use nodes might be more common.

a3) Association to aGW

With the S1-flex concept, manual setup of associations among aGWs and nodes will be cumbersome. This is to do with how pool areas are defined and how MME/UPEs are associated with the pool areas. The function to automatically discover and associate itself to the optimum MME/UPEs is desired to be in node (or vice versa in aGW). The S1 interface may need to support indication of the nodes readiness and capability to the aGW.

a4) Downloading eNB software (and operational parameters)

If the software (and operational parameters) in the node needs to be updated, this should be carried out automatically.

6.21.2.2 Initial Radio configuration

This stage involves all the functions required to setup the radio related parameters in the eNB. These configurations include for example, the pre-planned neighbour list (e.g. by a planning tool), pilot power, and antenna tilting angle. 

These parameters have been traditionally determined manually through the relevant designing process. These tasks have been some of the main responsibilities of OAM.

b1) Neighbour list setup

In this stage the neighbour list is typically preplanned in a planning tool (although it has not been clarified yet whether a neighbour list will be necessary in LTE).
If not setup in this stage it shall be possible to, automatically generate a neighbour list e.g. by using geographical information or by collecting UE measurement reports in the operational state

b2) Coverage/capacity related parameter configuration

Traditionally, radio parameters (e.g., pilot power) have been initially set to default, and if identified necessary, adjusted carefully later on during operation. However, it would be ideal for operators if more appropriate parameters are set automatically at initial installation. 

6.21.2.3 Parameters in scope of self configuration

Possible Input and Output parameters for the Self Configuration entity:

Input:

· Unique eNodeB identifier
(The format, the domain and the assignment of the identifier is FFS)

Output:

· Hardware configuration data 

· Transport configuration data: interface configurations on S1 and X2 interfaces are obtained automatically

· Network IP address for eNB (e.g. based on DHCP like approach)

· Automatic registration /Authentication of eNodeB

· Association of O&M and Access Gate Ways (aGW)

· Specific SW/basic parameter set and initialisation

· Initial radio configuration

6.21.3 Self Optimization

Self optimisation is the processes were UE & eNodeB measurements and performance measurements are used to auto-tune the network. Main functions are:
6.21.3.1 Optimization (C)

The stages (A) and (B) in figure 6.21.1-1 compose the necessary configurations preceding the operation of the RF interface. In contrast, stage (C) is to adapt relevant radio parameters to the environmental changes, while the network is up and running. If all the parameters are designed appropriately in stages (A) and (B), stage (C) may be dispensable. However, to cope with eNB failures or heavy traffic bias to a particular cell, such adaptation has potential gains.

c1) Neighbour list generation

For neighbour list optimization it’s typically helpful to facilitate UE measurements at cell reselections (although it has not been clarified yet whether a neighbour list will be necessary in LTE.) In principle, automatic generation and optimization of the neighbour list should be possible by for example, using geographical information or collecting UE measurement reports or both.

c2) Coverage/capacity control

As with stage (B), parameters such as the pilot power and tilting angle have significant impact on the coverage and capacity of a cell. During operational state these parameters shall adapt to environmental changes, this would be the ultimate goal. 

6.21.3.2 Parameters in scope of self optimisation

Examples are:

· Neighbour cell relations 

· max TX power values of UEs and eNodeB

· HO parameters, Hysteresis, trigger levels etc

· Antenna configuration

6.21.4 Architecture supporting Self Configuration & Self Optimization

The architecture supporting Self Configuration is FFS.

6.21.5 Typical Scenarios/Use Cases supported by Self Optimization & Self Configuration

6.21.5.1 Use case 1: Insertion of new eNodeB in network

The following text is one example of how a NodeB can be added to an already existing network.

Scenario description: Insertion of new eNodeB in network
-
Objective: Description of procedures to configure a newly deployed eNodeB in the network
-
Scheduling: On demand
-
Input source (input optional depending on algorithm): 
-
Planning tool, with possible manual intervention and decision

-
Parameter:

-
Location, 

-
eNodeB type, 

-
Antenna type, 

-
Cell characteristics (sectors), 

-
Required maximum capacity, …

-
…

-
EMS/NMS:

-
Parameter:

-
Default cell configuration parameters
-
eNodeB Software Package 
-
Functionality: Based on input parameter all necessary settings are taken to prepare the eNodeB for operational state.

-
Actions: 
-
Configuration of transmission & IP-address
-
Detection/association of OAM
-
Authentication of e-NB
-
Association of aGW
-
Downloading of e-NB software
-
Configure cell-id

-
Configure pilot sub-tones

-
Configure pilot power

-
Set antenna tilt

-
Configure clustering information (e.g. location area, routing area)

-.
Start initial sub-tone planning

-
Neighbour cell configuration inclusive association to neighbour eNodeB
-
Configure Neighbour cell-ids 
-
Configure neighbour IP addresses and set up X2 interface
-
Configure handover/cell reselection and other parameter

-
Configure other coverage/capacity related parameter configuration

-
Expected results: automatic installation procedures leads to the necessary basic configuration to enable operation state of new eNodeB.

Example (Informative description):
In figure 6.21.5.1-1  it the deployment of new eNodeB is shown. The first steps are the configuration of transmission and IP-address, the detection and association of Element Manager, authentication of e-NodeB, association of Access Gateways and the downloading of e-NB software and default parameters.

In preoperational the newly deployed node associates its neighbours on the X2 interface. If not done in preoperational state the newly deployed node can detect and configure its air interface neighbours in operational state. The configuration in the detected neighbour cells can be adapted appropriately.
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Figure 6.21.5.1-1: Establishment of new eNodeB and associated tasks

6.21.5.2 Use Case 2: Neighbour cell list optimisation

The following text is one example of neighbour cell list optimization.

Scenario description: Neighbour cell list optimisation
-
Objective: Optimisation of neighbour cell list of self-configuration instance
-
Scheduling: On demand or periodic
-
Input source (all input optional depending on algorithm): 
-
Location of the neighbours (distance),

-
UE measurement reporting or eNodeB radio scanning for neighbours, 

-
Field strength information,

-
Event counters like cell specific call drops or handover failures

-
NMS/EMS configuration data

-
Planning tool data

-
…
-
Functionality: an algorithm selects the neighbours and/or optimise neighbour related parameterisation based on the input observation 

-
Actions:

-
Establish X2 interface towards neighbour eNodeB (if new)

-
Configuration of optimised neighbour related parameters in both eNodeBs (if any)

-
Expected results: Optimised neighbour cells list and neighbour related parameter. This list and parameter can be sent to the OSS/EMS for potential statistical collection, acknowledgement or correction.

Example (Informative description):
In operational phase, a further optimisation of neighbour list (including 2G/3G) can be done considering e.g. radio measurements of eNodeBs and UEs or call events like call drops, handover problems etc.. For this approach RRC connections (calls, signalling procedures) and their accompanying measurements can be used to gather the needed information about neighbours. Known neighbours can be checked if they are really appropriate concerning real RF conditions, new ones can be included based on information about detected cells in UEs. 
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Note. Data Processing function can be performed in distributed way as well depending on chosen architecture.

Figure 6.21.5.2-1: Optimisation of neighbour list and related cell parameter
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