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1
Decision/action requested

Discussion requested.
2
References

3GPP TR 32.808 V1.0.0 (2006-07)

All other relevant references can be found within the submitted document S5- 070232 _TR_CPSF_1_contrSect2and3_sevilla_submitt_1.doc.
3
Rationale

This submission provides an example of realizing a CPSF as well as putting together an object model.
4
Detailed proposal
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The present document has been developed within the 3rd Generation Partnership Project (3GPP TM) and may be further elaborated for the purposes of 3GPP.

The present document has not been subject to any approval process by the 3GPP Organizational Partners and shall not be implemented.

This Specification is provided for future development work within 3GPP only. The Organizational Partners accept no liability for any use of this Specification.
Specifications and reports for implementation of the 3GPP TM system should be obtained via the 3GPP Organizational Partners' Publications Offices.


Annex A:
Example for the realization of an end-user database according to the Common Profile Storage Framework


This Annex shows the realization of an end-user database according to sections 5 and 6 of this TR using ITU-T’s X.500 [x44] as a basis.

Section A.1 will introduce the rough structure of two network applications, how they might form a common model and some notions about the requirements for an adaptation layer.

Section A.2 will introduce the corresponding network architecture showing one possibility to realize a distributed central database using the X.500 network structure and LDAP v3 as access protocol [x45].

A.1
The Model Structure


The basic scenario selected for the model example is the existence of an HLR according to 3GPP-R4 and an HSS according to 3GPP-R6, which contains the functionality required for R6 which is not already realized within the HLR.

X.500 [x44] defines – from a model point of view – the basics for a directory like information base. The following figure shows some of the crucial elements, for details please refer to [x44].
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Figure A.1.1: X.500 Directory Information Tree – DIT 

Figure A.1.1 shows the structure and the contents of an instantiated X.500 schema. Data are collected into entries (which are instantiated object classes) and these entries are organized in a tree like fashion into the Directory Information Tree (DIT). The building blocks of the object classes in the schema definition are attributes, whose types and values for the basis of the entries in the DIT. 


One specific type of entry, which can be seen in figure A.1.1 is the “Alias” entry, which performs a redirect to another entry within the tree.

The following figure shows the rough structure of a possible instantiation of an X.500 based HLR schema.
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Figure A.1.2: X.500 based HLR DIT for a multi-numbering subscriber

The model in figure A.1.2 shows three parts (only the entry names, no attribute values):

· Common part: 

· Root: Common to the whole DIT

· SSSD: Subscriber Specific Service Data, is root of the part of the DIT, which is concerned with individual subscriber/end-user data

· UID: End-user identity, containing data specific for this end-user


· NSS: Network Supporting Services, is the root node for all Network Supporting Services (see section 5)


· Services: is the root node for the end-user data, which are transmitted (e.g. in the course of a Location Update), but which are common to many end-users (and maybe also to more than one network function or enterprise application)

· OCSI: CAMEL Subscription Information for a Mobile Originated Call (with respective instances below )

· Direct Access part:

· The Aliases have been described as possibilities to define a redirect. This fact can be used to model fast accesses. In the above example aliases for MISISDNs and IMSIs lead to the respective end-user instance, exactly to the service needed.

· HLR specific part: The entries represent a part of a multi-number and GPRS enabled post-paid mobile end-user.

· IMSI: represents the root of the 2G/2.5G end-user information, with the respective properties below it

The next figure represents the delta-HSS model as discussed at the beginning of this section.
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Figure A.1.3: X.500 based HSS DIT 


The grouping is the same as in the HLR case in figure A.1.2.

· Common part: see explanations to figure A.1.2.


· Direct Access part:


· Additional Aliases for the private and public userid have been added

· HSS specific part: The entries represent a part of an end-user subscribing e.g. to a presence service.


· SubscriptionId: represents the root of the HSS end-user information, with the respective properties below it


The next figure shows a combined HLR-HSS DIT
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Figure A.1.4: X.500 based combined HLR and HSS DIT 


When combining the two models, a few points become obvious:

· The wish to keep data redundancy at a minimum leads to the fact that both network functions (HLR and HSS) use the same fast access for IMSI and MSISDN. As these pointers are unique they can only point either to SUBSCRIPTIONID or to IMSI

· If one of the network functions has been there before the other, its data model will change with the introduction of the next one (figure A.1.4. shows that for the HSS a different handling of the fast access for IMSI and MSISDN would be necessary, for HLR an additional attribute in one of “its” entries is present)

· In general, every addition of an object model for a new network function or enterprise application could yield similar problems and provoke changes both in the fragments of the end-user model pertaining to the respective function as well as in the function itself.

The three bullets above arising from a rather simplified example show the necessity of an Adaptation Layer:

· If data can be shared between network functions or enterprise applications as discussed in section 5, then they should only exist once in the database


· Already running network functions or enterprise applications should not be affected by the addition of new ones. So the data structure, as far the function sees it, should not change.

So the Adaptation Layer has to posses mechanisms to 

· Provide specific Adaptive Entities in order to simulate certain data structures,


· Ensure data integrity for all functions involved


· Provide standard access (in this case LDAP v3), which hides the fact that an Adaptation Layer exists.

Note: In case of LDAP v3 any implementation of an Adaptation Layer would be proprietary, whereas e.g. in case of SQL the Adaptation Layer would be standardized for a greater part, as SQL99 officially supports view technology.

A.2
The Network Architecture


In section 6 properties of distributed databases were discussed in detail. This section will see a specific instance of one, namely an X.500 based database.
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Figure A.2.1: X.500 based distributed database

Figure A.2.1 shows a distributed database as it is defined in X.500. It supports the following communication protocols:


· Directory Access Protocol (DAP): defines the exchange of requests and outcomes between a DUA and a DSA (ITU-T) 

· Directory System Protocol (DSP): defines the exchange of requests and outcomes between two DSAs (ITU-T)

· Directory Information Shadowing Protocol (DISP): defines the exchange of replication information between two DSAs that have established shadowing agreements (ITU-T)

· Directory Operational Binding Management Protocol (DOP): which defines the exchange of  administrative information between two DSAs to administer operational bindings between them (ITU-T)

The DUA in figure A.2.1 is equivalent to the network functions and enterprise applications discussed in this TR. The inter-DSA network provides 

· One logical database, as the DUA only needs one access point (requests are passed on internally using DSP)

· The possibility to provide local “shadow copies” for fast read access (using DISP)


· The possibility to define data fragments for different DSAs.

As DAP is a fairly complex protocol, IETF developed a lightweight form of DAP, which is easier to handle. The drawback was that originally it was only intended as a client server application without any distribution. One of the more frequent ways round this problem was to define a protocol mapping from LDAP to DAP, which would allow the client a simple data handling and still provide the distribution necessary (see figure A.2.2)
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Figure A.2.2: LDAP in conjunction with an X.500 based distributed database


Lightweight DAP (LDAP): defines the exchange of requests and outcomes between a DUA and a DSA (IETF)

Note: The directory definitions from ITU-T were originally not intended for real-time and update intensive applications, so for the purposes of the functions discussed in section A.1 some observations are appropriate:


In order to minimize the number of redirects within the distributed data base, all of the data requested by the DUA in one operation (read or update)should be found on one DSA

· All information about the fast accesses as defined in section A.1 should be placed on the entry DSA of the DUA (which then gets a kind of proxy function similar to the one described in section 6 figure 6.3.1.2)
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