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1
Decision/action requested

This document proposes sections/clause titles to be included in draft TR 32.816 “Study on Management of LTE and SAE”. A brief description of each proposed section is given to clarify intent. 

It is requested that SA5:

1. As working assumption, agrees to inclusion of these sections/clauses titles in TR 32.816
2. Discusses and agrees as a working assumption to inclusion of the introductory text for each section proposed in this contribution.
2
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Impact of Self-configuration and self-optimisation functionality on architecture & interfaces (T-Mobile Contribution)
3
Rationale

To begin the work on TR 32.816 which Motorola agreed to support
4
Detailed proposal

It is proposed that
1. The following Section Titles are included in the Skeleton of TR 32.816.

2. That the introductory text for each section are also included in the draft TR 32.816

Note: it is proposed that at a minimum the sections identified in the following proposal are included in TR 32.816, however it is not proposed that the TR is limited to these sections only.

5
Telecom Management Architecture

This section will include an overview of the Telecom Management Architecture Reference Model for LTE. This should be based on an evolution of the current Architecture i.e. as illustrated in the following figure:
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6
Evolution of O&M
Best Practice in O&M has changed dramatically in recent years.  This has been driven both by changes in the networks being managed and also by the increase in the number and complexity of services being supported on those networks.

The emphasis has changed from infrastructure management to the management of services supported on that infrastructure.

There is less focus on having all management applications at the EMS layer and greater emphasis on interfaces and data availability such that the NMS and OSS layer have access to the required data.

The concept of Next Generation Networks decouples the supported services from the underlying access network.  It was easier in the days of voice based services to assume that by managing the infrastructure the services were also managed.  The multitude and complexity of today’s services means that this is no longer the case.  

Element Management is about managing a single domain from a single vendor.  It no longer makes sense to do any significant analysis at this level since there is a strong interdependency between domains and vendors to assure end to end quality of service.  It still makes sense to support some vendor/domain specific applications at this level, but the emphasis is on support of standardized interfaces that make the element management data available to the NMS and OSS.

An increased emphasis on O&M related standards is pivotal in enabling analysis applications at the NMS and OSS level.  This makes it possible to do end to end analysis in the context of services rather than just RAN specific or Core specific analysis for a given vendors equipment node.
The LTE/SAE networks will increase the numbers of NE’s to be managed, while at the same time having strong  requirements (ref [3]) that emphasise the need to reduce network complexity and lower operating costs, while also encompassing non-3GPP access networks (e.g. WiMAX).

Network Operator Quotation (ref [4]): Reduction of cost and complexity are key drivers for RAN Long Term Evolution. It is therefore of vital interest to operators to minimise operational effort & cost by introducing self configuring and self-optimising mechanisms. Self optimising function increases network performance and quality reacting on dynamic processes in network.
7
Configuration Management

7.1
Information Model Discovery

The intent of Information model discovery is to allow network managers to query element managers, to supply an information model expressing details of the management capabilities and network resource models it supports. This will effectively enable a “plug and play” type management scenario. For example when a new software load is deployed at an eNodeB, its element manager will be able to automatically notify the network management system of new features, capabilities and attributes associated with that software load by notifying the manager of updates to its information model. Similarly, when a new software load is deployed on an element manager, the new management capabilities associated with that load can also be automatically notified to the network manager. The Information Model discovery capabilities may be used not only north bound e.g. between eNodeB and its element manager, but also peer to peer e.g. between neighbouring element manages and/or neighbouring eNodeBs.

This will enable the network management system to discover changes and immediately start managing the new software (or hardware) without the need to be reconfigured itself. The intended scope is to cover the capabilities of all existing IRPs, e.g., for fault, configuration, performance and associated standard and vendor specific extended Network Resource Models (NRMs). Note: In some cases, there may be a need for more complex rules than can be expressed by the standard and extended network resource models. In these cases, the information model may include methods to express these rules, for example based on an Object Constraint Language (OCL).
IM Model Discovery can also be applied to PM and FM capabilities. 
7.1.1
Configuration Validation Rules Discovery
In terms of the user experience, it is important that errors are detected as soon as possible. Configuration changes should be validated as close to the point of entry as possible, in the network layer where the changes are requested. Supplying validation rules, such as OCL constraints, to the network management system will enable applications at the manager layer to validate any configuration change prior to requesting the change on the network element. An example of such a validation rule might be that when cell parameter A is set to value 0, cell parameter B must be in range 1 to 9, and when cell parameter A is set to value 1, cell parameter B must be in range 10 to 19.

When a software upgrade occurs on a network element, the validation rules may change. In the example above, the range of cell parameter B when parameter A is 0, may change to 1 to 5. In this situation, it will be useful if the network managers can query the network element for the new validation rules after a software upgrade.
7.2
Auto Configuration

It is important to minimize manual intervention at the element manager since human input is more prone to error, less efficient and slower than an autonomous machine.  The operator at an element manager does not have the full network view and may not even understand the full implication of their actions on the remainder of the network.  It is important therefore to automate repetitive or predictable tasks to reduce the likelihood of errors, cost of operations and speed of resolution.
7.2.1     Auto Provisioning

When the e-Node B is powered up on-site it establishes an initial connection with the EMS.  This is typically followed with a 2-way authentication between the e-Node B and the LTE Network.  The EMS and e-Node B should support the concept of Global, Local and Inter-cell parameters.( Ref [2])
The Global and Local parameters for the site will have been preconfigured on the EMS in conjunction with policy management rules.  These parameters are automatically loaded to the site after authentication.  The site will then automatically establish its Inter-Cell parameters (Note: requires multi-vendor peer to peer exchange) and synchronize these with the EMS.  After completion of an automatic pre-launch diagnostic, the site will enter service or go into standby, according to a predefined policy

Note: Management systems working in conjunction with policy based rules will require access to the underlying validation rules, since the policy-based system must understand what acceptable configuration for the network element is. It must also be able to discover any changes to the underlying validation rules e.g. as a result of an NE software upgrade.

7.2.1.1
Peer to Peer Interfaces

This section should describe how peer to peer interfaces (eNodeB and/or EMS) are used for exchange of inter-cell and link parameters during auto-provisioning (Ref [2])
7.2.2
Auto Optimisation

After the network elements have gone live, their configuration is fine-tuned to achieve maximum performance.  In principle, this means maximizing the amount of traffic an element can carry without loss of service.  In practice network optimization needs to take into account the interaction between the elements of the network.
Once the site becomes operational, it enters the Optimization / adaptation phase.

Self configuration and optimization are governed by Policy.  These describe the required behaviours’ of the network, and the degree of self adaptation allowed.  
7.2.2.1
Peer to Peer Interfaces
This section should describe how peer to peer interfaces (eNodeB and/or EMS) are used for exchange of inter-cell and link parameters during auto-optimisation (Ref [2])
7.2.2.2
Autonomics

Autonomic computing, like the body’s autonomic nervous system closes the loop on system operation.

Autonomic management is based on policy.  This makes it the perfect solution for addressing the service level management problem described earlier (see section 6).  The network elements have the necessary sensors and effectors to collect the metrics and deliver the required reconfiguration.  They have the ability to adjust and heal themselves internally to meet the requirements of the defined policy.

Management by policy means that the operator can define the policies that best support the services the network is intended to carry.  

In order to minimize cost and maximize speed of site integration, it is required to minimize unnecessary human interaction.  

With autonomic management it is possible to prevent problems before they occur. Problem prevention is always better than correction.  
8
Performance Management

8.1
Key Performance Indicators (KPIs)

This section should contain a description of the importance of KPI’s to the management of LTE
8.2
Counter Rationalisation

This section should describe how, with the introduction of standardized KPI’s it should be possible to rationalise standardized counters, reducing Performance Management traffic, storage, complexity, redundancy and costs.
9
Resource Modeling

Introduction to Resource Modeling Methodology (Refer to 32.150 IRP Methodology). Identify areas where this maybe extended and improved for LTE.
9.1
LTE Resources 

Introduction to LTE resources to be modeled

9.1.1      LTE Reference Model

Refer to TS 23.401, 23.402 & TR 23.882
9.2
Parameter rationalisation

This section should describe how parameter rationalisation can reduce complexity time and cost of operation and ease management tasks, by reducing the number of parameters exposed to the operator.
9.3
Link / Reference Point Modeling

An area identified for improvement over UMTS and the links /reference points to managed, how and where.
10
Call / Service Trace

This section should describe Call/Service Trace requirements and possible solutions for LTE/SAE


















