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Change in clause 1, 2 and 3

1
Scope

The present document establishes and defines the management principles and high-level requirements for the management of PLMNs.
In particular, the present document identifies the requirements for:

-
the upper level of a management system;

-
the reference model, showing the elements the management system interacts with;

-
the network operator processes needed to run, operate and maintain a network;

-
the functional architecture of the management system;

-
the principles to be applied to management interfaces.

The requirements identified in the present document are directed to the further development of management specifications as well as the development of management products. The present document can be seen as guidance for the development of all other Technical Specification addressing the management of PLMNs.

The present document does not provide physical architectures of the management system. These aspects are defined and discussed in more detail in TS 32.102 [101].

Verbal forms used to indicate requirements in the present document (e.g. "shall", "should", "may" ) are used in compliance with 3GPP specification Drafting Rules TR 21.801 [104].

2
References

…

[58]
3GPP TS 32.141: "Telecommunication management; Subscription Management (SuM) Architecture".

[59]
3GPP TS 32.111-2: "Telecommunication management; Fault Management; Part 2: Alarm IRP: Information Service".

[60]
3GPP TS 32.151: "IRP IS template".

[61]
3GPP TS 32.152: "IRP IS UML repertoire".
[62 to 99]
Void

[100]
TMF GB910: "Telecom Operations Map"; Approved Version 2.1 March 2000, (may be downloaded from http://www.tmforum.org.).

[101]
3GPP TS 32.102: "3G Telecom Management Architecture".

[102]
ITU-T Recommendation M.3013 (2000): "Considerations for a telecommunications management network".

[103]
Void.

[104]
3GPP TR 21.801: "Specification Drafting Rules".

[105]
TMF GB910B: "Telecom Operations Map Application Note-Mobile Services: Performance Management and Mobile Network Fraud and Roaming Agreement Management"; Public Evaluation Version 1.1, September 2000. (May be downloaded free from http://www.tmforum.org.)

[106]
OMA Service Provider Environment Requirements, OMA-RD-OSPE-V1_0-20050614-C, The Open Mobile Alliance™ (URL:http://www.openmobilealliance.org/)

3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the following definitions apply:

Element Manager (EM): provides a package of end-user functions for management of a set of closely related types of network elements. These functions can be divided into two main categories: Element Management Functions and
Sub-Network Management Functions.

Element Management functions: for management of network elements on an individual basis. These are basically the same functions as supported by the corresponding local terminals.

Enterprise Systems: Information Systems that are used in the telecommunication organisation but are not directly or essentially related to the telecommunications aspects (Call Centre's, Fraud Detection and Prevention Systems, Invoicing etc).


Information Service (IS): Defined in 3GPP TS 32.150 [5].
Integration Reference Point (IRP): Defined in 3GPP TS 32.150 [5].


Solution Set (SS): Defined in 3GPP TS 32.150 [5].
Managed Object: Defined in 3GPP TS 32.150 [5].
Management Infrastructure: the collection of systems (computers and telecommunications) a PLMN Organisation has in order to manage its network.

Network Element (NE): a discrete telecommunications entity, which can be managed over a specific interface e.g. the RNC.

Network Manager (NM): provides a package of end-user functions with the responsibility for the management of a network, mainly as supported by the EM(s) but it may also involve direct access to the Network Elements. All communication with the network is based on open and well-standardized interfaces supporting management of multi-vendor and multi-technology Network Elements.

Network Resource Model (NRM): Defined in 3GPP TS 32.150 [5].
Operations System (OS): a generic management system, independent of its location level within the management hierarchy.

Public Land Mobile Network (PLMN): see 3GPP TR 21.905 [50].
PLMN Organisation: legal entity that is involved in the management of a telecommunications network providing mobile cellular services.

Service: see 3GPP TR 21.905 [50].

Service Level Tracing: see OMA Service Provider Environment Requirements, OMA-RD-OSPE-V1_0-20050614-C [106].

Sub-Network management functions: functions related to a network model for a set of Network Elements constituting a clearly defined sub-network, which may include relations between the Network Elements. This model enables additional functions on the sub-network level (typically in the areas of network topology presentation, alarm correlation, service impact analysis and circuit provisioning).


End of Change in clause 1, 2 and 3

Change in clause 4, 5 and 6

4.1.4
Management infrastructure of the PLMN

Every PLMN Organisation has its own management infrastructure. Each management infrastructure contains different functionality depending on the role-played and the equipment used by that PLMN Entity.

However, the core management architecture of the PLMN Organisation is very similar. Every PLMN Organisation:

-
provides services to its customers;

-
needs an infrastructure to fulfil them (advertise, ordering, creation, provisioning ...);

-
assures them (Operation, Quality of Service, Trouble Reporting and Fixing ...);

-
bills them (Rating, Discounting ...).

Not every PLMN Organisation will implement the complete management architecture and related processes. Some processes may be missing dependent on the role a particular organisation is embodying. Processes not implemented by a particular organisation are accessed via interconnections to other organisations, which have implemented these processes (called X-interfaces in the ITU-T TMN architecture).

The management architecture itself does not distinguish between external and internal interfaces.

4.2
ITU-T TMN

ITU-T TMN (Telecommunications Management Network standard from the ITU-T), as defined in ITU-T Recommendation M.3010 [1], provides:

-
an architecture, made of OS (Operations Systems) and NEs (Network Elements), and the interfaces between them (Q, within one Operator Domain and X, between different Operators);

-
the methodology to define those interfaces;

-
other architectural tools such as LLA (Logical Layered Architecture) that help to further refine and define the management architecture of a given management area;

-
a number of generic and/or common management functions to be specialised/applied to various and specific
ITU-T TMN interfaces.

The PLMN management architecture is based on ITU-T TMN, and will reuse those functions, methods and interfaces already defined (or being defined) that are suitable to the management needs of a PLMN.

Another management approach that is employed is the Telecom Operations Map from TeleManagement Forum (TMF). The Telecom Operations Map, using the TMN model as a foundation, addresses operation support and management for any communications service from a top down customer oriented standpoint.

5
Architectural framework

5.1
Management reference model and interfaces

5.1.1
Overview

Figure 1 illustrates the management reference model. It shows the Operations Systems interfacing with other systems.

The present document (and the rest of the 3GPP management detailed specifications) addresses the Operations System (function and architecture wise) and the interfaces to the other systems (information and protocol wise).

The present document does not address the definition of any of the systems, which the Operations System may interface to. The rest of the 3GPP specifications regarding management will not cover them either.

It is not the approach (nor it is possible) to re-define the complete management of all the technologies that might be used in the provision of a PLMN. However, it is the intention to identify and define what will be needed from the perspective of management.

A number of management interfaces in a PLMN are identified in figure 1, namely:

1)
between the Network Elements (NEs) and the Element Manager (EM) of a single PLMN Organisation;

2)
between the Element Manager (EM) and the Network Manager (NM) of a single PLMN Organisation;

NOTE:
In certain cases the Element Manager functionality may reside in the NE in which case this interface is directly from NE to Network Manager). These management interfaces are given the reference name Itf-N and are the primary target for standardization.

3)
between the Network Managers and the Enterprise Systems of a single PLMN Organisation;

4)
between the Network Managers (NMs) of a single PLMN Organisation;

5)
between Enterprise Systems & Network Managers of different PLMN Organisations;

6)
between Network Elements (NEs). 
IRPs may be implemented at interfaces 2 to 5.
The present document focuses primarily on management interfaces of Type 2 and to a lesser extent on management interfaces of Type 1 from the above list, while interfaces of Types 3 & 5 will be identified in the present document. Detailed specification of these interfaces is For Further Study (FFS). Interfaces of type 4 & 6 are beyond the scope of standardisation.
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Figure 1: Management reference model
5.1.2
Interfaces from Operations Systems to NEs (Type 1 & 2)

In some cases, the management interfaces to NEs have been defined bottom-up, trying to standardise the complete OAM&P functionality of the various NEs.

For PLMN management, a top-down approach will be followed to streamline the requirements from the perspective of Operators top priority management processes.

It is assumed that this will not fully cover the OAM&P functionality of all NE types at once; therefore a part of the functionality will be phased for further work and consideration. Some proprietary solutions (local and/or remote) will be needed in the interim. The rationale of this approach is not only the best use of resources, but also to follow a pragmatic step-wise approach that takes into account the market forces (the manufacturers and operators capabilities). A further rationale is to define clear and easy-to-agree steps that allow management functionality to be implemented in the same time frame as the telecom functionality in the network (i.e. to synchronise the management and network releases).

The approach for NE management interfaces will be to concentrate on protocol independent information models, allowing a mapping to several protocol suites. The rationale is:

-
due to the convergence of Information and Telecommunication technologies, it is required to work on a more open approach (acknowledging the market status and foreseen evolutions);

-
the life cycle of information flows is 10 to 20 years, while that of protocols is 5 to 10 years;

-
developments in automatic conversion from information models to various protocols/technologies will allow a more pragmatic and open approach (e.g. UML to GDMO, UML to IDL).

However, it is the intention to a least recommend one mapping for each interface.

5.1.2.1
Interfaces from EM Operations Systems to NEs (Type 1)

The approach for NE management interfaces of Type 1 will be to allow the use of certain management application Protocol Suites (see Annex A for a list of management protocol suites).

5.1.2.2
Interfaces from NM Operations Systems to NEs (Type 2)

The approach for NE management interfaces of Type 2 will be to concentrate on protocol independent information models, allowing a mapping to several protocol suites. The rational is:

-
due to the convergence of Information and Telecommunication technologies, it is required to work on a more open approach (acknowledging the market status and foreseen evolutions);

-
the life cycle of information flows is 10 to 20 years, while that of protocols is 5 to 10 years;

-
developments in automatic conversion from information models to various protocols/technologies will allow a more pragmatic and open approach (e.g. UML to GDMO, UML to IDL).

However, it is the intention to a least recommend one mapping for each interface.

Figure 2 shows the management interfaces of one part of the 3GPP System (the Radio Network), by way of illustration of interfaces of types 1 and 2.

[image: image2.wmf]NodeB

RNC

NodeB

NodeB

NodeB

RNC

RNC

RNC

RNC

RNC

Element

Manager

Management Platform(s)

Iub

itf

-B

Itf

-R

Itf

-N

Option to switch O&M 

 traffic via RNC

Network Manager 

NodeB

Element

Manager

NodeB

 


Figure 2: Radio Network management interfaces

Figure 2 identifies the following management interfaces:

-
Itf-B - between Node B & its Manager (physically, this may be a direct connection or via the RNC) (type 1).

-
Itf-R - between RNC & its Manager (type 1).

-
Itf-N – between the Network (Element Manager or NEs with an embedded EM) & Network Manager (type 2).

5.1.3
Interfaces to Enterprise Systems (Type 3)

The approach is to define a management structure that fully fits into the enterprise process needs of the PLMN Organisations. One of the essential issues of today's way of running telecommunications businesses is integral operation (e.g. customer care, from service subscription to billing, from order fulfilment to complaint management).

Enterprise Systems are those Information Systems that are used in the telecommunication organisation but are not directly or essentially related to the telecommunications aspects (Call Centres, Fraud Detection and Prevention Systems, Invoicing etc.).

Standardising Enterprise Systems is out of the scope of 3GPP work, since it involves many operator choices (organisational, etc.) and even regulatory. Also Enterprise Systems are often viewed as a competitive tool. However, it is essential that the requirements of such systems are taken into account and interfaces to the Operations Systems are defined, to allow for easy interconnection and functional support.

5.1.4
Interfaces to Operations Systems in other organisations (Type 5)

PLMN management considers integrally the interaction with the Operations Systems of other legal entities for the purpose of providing Mobile services.

There are two major types of interfaces to other management systems:

1)
To the Operations Systems of another PLMN Organisation;

2)
To the Operations Systems of a non-PLMN Organisation .

The first type deals with co-operation to provide Mobile services across a number of PLMN networks (e.g. roaming related interactions). The second type deals with client-server relationship to other operators (e.g. to leased lines providers, to added value service providers, etc.). 

The approach that will be followed is to identify and define integral processes, not taking into account in the first step, how many operators or operations systems might be involved, but rather concentrating on the interactions between them (i.e. assuming an operator encompasses all functionalities). A further step will be to consider and define extra requirements (security, confidentiality etc.) when part of the process involves interactions with other operators Operations Systems (OSs).

5.1.5
Inter-NE interfaces (Type 6)

Interfaces between Network Elements are sometimes used to carry management information even though this may not be the primary purpose of the interface. An example in a 3G network is the Iub interface between Node-B and RNC (see figure 2 above). This type of interface is not within the scope of this specification, though potential impacts upon it should be considered.

5.2
Interface levels

5.2.1
Overview

The management interfaces are studied here from five different perspectives or levels:

1)
Logical (information model and flows used in the relationship manager-agent, or equivalent);

2)
Solution Set (SS) Level;

3)
Application protocol (end-to-end, upper layers protocol running between manager-agent, or equivalent);

4)
Networking protocol (lower layer protocols carrying the information in/out the manager and agent, or equivalents);

5)
Physical (mapping of the manager and agent, or equivalents, roles into physical entities).

5.2.2
Logical level

This level covers the mutual and conceptual knowledge of entities being connected by a given interface.

For type 2 interfaces (such as Itf-N in Figure 2 above) interactions at this level are fully standardised by 3GPP in terms of protocol independent Network Resource Models (static information definition) and Interface IRP Information Services (information flows) where available. 
5.2.3
Solution Set (SS) level

For an IRP Information Service at the logical level there will be at least one Solution Set defined. A Solution Set is a mapping of the Information Service to one of several technologies (for a full definition refer to subclause 3.1).

See annex C for the valid 3GPP management IRP Solution Sets (see also ITU-T Recommendation M.3013-2000 [102]).

5.2.4
Application protocol level

This level covers the set of primitives used to pass information across a given interface and the means to establish associations between the application entities (including the related addressing aspects) across a given interface.

Generally, the Application Protocol Suite used for the interaction between entities across a given interface is optional within the valid 3GPP management application protocol suites (see Annex A for a list of 3GPP management protocol suites). However, in the case of interfaces of type 2 (such as Itf-N in figure 2 above) at least one of those protocol suites will be chosen as the standard protocol suite.

5.2.5
Networking protocol level

Whatever standardised protocol suite at the networking level that is capable of meeting the functional and operational requirements (including the network addressing aspects) of the Logical and Application Protocol levels of a given management interface, is a valid Networking Protocol for that interface.

A number of requirements shall be met by the Networking Protocol, as follows:

-
capability to run over all supported bearers (leased lines, X.25, ATM, Frame Relay, ...);

-
support of existing transport protocols and their applications, such as OSI, TCP/IP family, etc.;

-
widely available, cheap and reliable.

The Internet Protocol (IP) is a Networking Protocol that ideally supports these requirements. IP also adds flexibility to how management connectivity is achieved when networks are rolled out, by offering various implementation choices. For instance, these may take the form of:

-
Dedicated management intranets.

-
Separation from or integration into an operator's enterprise network.

-
Utilisation, in one-way or another, of capacities of the public Internet and its applications or other resources.

5.2.6
Physical level

Though the interaction at the logical level takes place between the management system and the NEs, it is left to the implementer's choice the possibility to use the Q-Adapter concept of ITU-T TMN Architecture as physical implementation (as defined in ITU-T Recommendation M.3010 [1]).

The present document does not preclude the usage of Q-Adapters at other PLMN management interfaces.

5.3
3GPP compliance conditions

For a 3GPP entity (management system or NE) to be compliant to a given management interface, all the following conditions shall be satisfied:

-
it implements the management functionality following the Information Service specified by the relevant 3GPP management interface specifications applicable to that interface;

-
it provides at least one of the IRP Solution Sets (see Annex C) related to the valid application protocols specified by 3GPP application protocols for that interface (see annex A). For each interface at least one of the valid protocols will be recommended;

-
it provides at least one standard networking protocol (see Annex B);

-
in case the entity does not offer the management interface on its own, a Q-Adapter shall be provided. This Q adapter shall be provided independently of any other NE and/or management system.

6
PLMN management processes

6.1
Process decomposition

The present document details the general aspects of PLMN management . It describes primarily the management processes that collectively support Customer Care Service Development and Operations, and Network and Systems Management Processes.

End of Change in clause 4, 5 and 6

Change in clause 7

7
PLMN management functional architecture

7.1
TM architectural aspects

The basic aspects of a TM architecture, which can be, considered when planning and designing a TM are:

-
the functional architecture;

-
the information architecture;

-
the physical architecture.

The management requirements from the business needs are the base for the functional architecture, which describe the functions that have to be achieved. The information architecture defines what information that has to be provided so the functions defined in the functional architecture can be achieved. The physical architecture has to meet both the functional architecture and the information architectures. These relationships are shown in figure 5.

The present document addresses the functional architecture; the physical architecture is addressed in TS 32.102 [101].
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Figure 4: Architectural relationship



All management processes have functions in several management areas. By identifying only those processes and interfaces relating to a certain management function, for example performance management, it is possible to take a slice through the Telecom Operations Map that details the functional architecture for performance management, this will be the approach taken by the present document.

The management functions are:

-
Performance management;

-
Roaming management;

-
Fraud management;

-
Fault management;

-
Security management;

-
Software management

-
Configuration management;

-
Accounting management;

-
Subscription management;

-
Quality of Service (QoS) management (see informative annex D);

-
User equipment management.

7.2
Performance Management

7.2.1
Overview

An initial view of Performance Management is described in [105]. This shows an example decomposition of Performance Management processes to identify essential information flows. It shows a slice through the Telecom Operations Map from a Performance Management point of view. This slice is applicable to Mobile Networks and other networks. Although the "slice" or view is quite large, it does not contain all interfaces or process activities that are related to Performance Management. It does however show the main processes and interfaces involved in Performance Management. Please refer to [105] for further detail.

7.2.2
Standardisation objectives

During the lifetime of a 3G network, its logical and physical configuration will undergo changes of varying degrees and frequencies in order to optimise the utilisation of the network resources. These changes will be executed through network configuration management activities and/or network engineering, see TS 32.600 [54].

Many of the activities involved in the daily operation and future network planning of a 3G network require data on which to base decisions. This data refers to the load carried by the network and the grade of service offered. In order to produce this data performance measurements are executed in the NEs, which comprise the network. The data can then be transferred to an external system, e.g. an Operations System (OS) in TMN terminology, for further evaluation. The purpose of the present document is to describe the mechanisms involved in the collection of the data and the definition of the data itself.

The Performance Management functional area concerns the management of performance measurements and the collection of performance measurement data across a 3G network. It defines the administration of measurement schedules by the Network Element Manager (EM), the generation of measurement results in the Network Elements (NEs) and the transfer of these results to one or more Operations Systems, i.e. EM(s) and/or Network Manager(s) (NM(s)).

The management requirements have been derived from existing telecommunications operations experience. The management definitions were then derived from other standardisation work so as to minimise the re-invention factor. References are given as appropriate.

The objectives of the present document are:

-
To provide the descriptions for a standard set of measurements; 

-
To produce a common description of the management technique for measurement administration and result accumulation; and 

-
To define a method for the bulk transmission of measurement results across a management interface.

The definition of the standard measurements is intended to result in comparability of measurement data produced in a multi-vendor 3G network, for those measurement types that can be standardised across all vendors' implementations.

As far as possible, existing standardisation in the area of Performance Management is re-used and enhanced where particular requirements, peculiar to the mobile telephony environment, have been recognised.

Performance management is further specified in TS 32.400-series [53].

7.3
Roaming management overview

Roaming is a service provided by Mobile Service Providers. Customers of a Home Service Provider may use the infrastructure of another, a Serving Service Provider (see figure 5) to give its customer the ability to make calls when outside the home service provider' s territory. The goal is to have a customer receive the same service (or as close to the same service) when travelling in an area supported by another network as the customer receives when in their home service provider's area. Please refer to [105] to see an example implementation with more detail.
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Figure 5: Relationships between Subscriber, Home and Serving Service Provider

7.4
Fraud management overview

Fraud and all the activities to detect and prevent fraud are quite common to any network. Nonetheless, mobility and roaming, two integral mobile services, make fraud detection and fraud prevention more complicated and more urgent. The mobile service provider does not know the location of the "end of the wire," which would lead to the home of a fraudulent customer. For roaming, the situation is demonstrably worse. For a roaming visitor the caller is not the service provider's customer and therefore, the service provider does not have complete information to assess fraud. In the reverse case, the service provider has little control when its customers are roaming, e.g., potentially going over credit limits or using service after being suspended. In this case, the fraudulent customer uses the network facilities of another provider (the serving service provider) meaning the home service provider has to rely on the serving service provider for some level of fraud protection support. This means to a large extent that fraud prevention is largely out of the control of the home service provider when one of its customers roams on another network and out of the control of a serving service provider when being visited by another provider's roamer. Please refer to [105] to see an example implementation with more detail.
7.5
Fault Management

7.5.1
Overview

Fault Management is accomplished by means of several processes/sub-processes like fault detection, fault localisation, fault reporting, fault correction, fault repair, etc. These processes/sub-processes are located over different management layers, however, most of them (like fault detection, fault correction, fault localisation and fault correction) are mainly located over the Network Element and Network Element Management layers, since this underlying network infrastructure has the 'self healing' capabilities.

It is possible, however, that some faults/problems affecting the telecom services are detected within the "Network and Systems Management" layer, by correlating the alarm/events (originated by different Network Elements) and correlating network data, through network data management.

Network data management logically collects and processes both performance and traffic data as well as usage data.

While the Fault Management triggered within the Network Element and NE management layers is primarily reactive, the Fault Management triggered within the Network and Systems Management layer is primarily proactive. Meaning triggered by automation rather than triggered by the customer; and this is important for improving service quality, customer perception of service and for lowering costs.

Focusing on the Network and Systems Management layer, when a fault/problem is detected, no matter where and how, several processes are implicated, as described in figure 6.
Figure 6 taken from the Telecom Operations Map [100] shows an example of how Fault Management data can be used to drive an operator's service assurance process. Service assurance then becomes primarily proactive, i.e. triggered by automation rather than triggered by the customer. It is argued that this approach is key to improving service quality, customer perception of service and for lowering costs.
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Figure 6: Service Assurance Process Flow (* imported from [100])

TOM assurance activities (and their associated interfaces) shown in figure 6 can be associated with ITU-T TMN service components from TS 32.111-series "3G Fault Management" [3] according to Table 1 below:

Table 1

	ITU-T TMN Service Component

TS 32.111-x [3]
	TOM Network Management Assurance Activities

	Alarm Surveillance
	Detect Fault

	Fault Localisation
	Isolate Root Cause

	Fault Correction
	Decide Repair / Allocate Resources

	Testing
	Test


The TOM assurance example shown in figure 6 also recognises that Performance Management data can also be used to detect network problems.

The TOM assurance example also adds some detail to the Service Management Layer by showing how activities such as determining and monitoring Service Level Agreements (SLAs) and trouble ticket reporting are interfaced to the Network Management layer.

7.5.2
Standardisation objectives

A 3G system is composed of a multitude of Network Elements (NE) of various types and, typically, different vendors, which inter-operate in a co-ordinated manner in order to satisfy the network users' communication requirements.
The occurrence of failures in a NE may cause a deterioration of this NE's function and/or service quality and will, in severe cases, lead to the complete unavailability of the respective NE. In order to minimise the effects of such failures on the Quality of Service (QOS) as perceived by the network users it is necessary to:

-
detect failures in the network as soon as they occur and alert the operating personnel as fast as possible;

-
isolate the failures (autonomously or through operator intervention), i.e. switch off faulty units and, if applicable, limit the effect of the failure as much as possible by reconfiguration of the faulty NE/adjacent NEs;

-
if necessary, determine the cause of the failure using diagnosis and test routines; and

-
repair/eliminate failures in due time through the application of maintenance procedures.

This aspect of the management environment is termed "Fault Management" (FM). The purpose of FM is to detect failures as soon as they occur and to limit their effects on the network Quality of Service (QOS) as far as possible.
The latter is achieved by bringing additional/redundant equipment into operation, reconfiguring existing equipment/NEs, or by repairing/eliminating the cause of the failure.

Fault Management (FM) encompasses all of the above functionalities except commissioning/decommissioning of NEs and potential operator triggered reconfiguration (these are a matter of Configuration Management (CM), cf. TS 32.600 [54]).

FM also includes associated features in the Operations System (OS), such as the administration of a pending alarms list, the presentation of operational state information of physical and logical devices/resources/functions, and the provision and analysis of the alarm and state history of the network.

Fault management is further specified in TS 32.111-series [3].

7.6
Security Management

7.6.1
Overview

This clause describes an architecture for security management of the TMN that is divided into two layers, as shown in figure 7. No individual layer is dependent on any specific technology in the other one.
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Figure 7: Security Management architecture

7.6.1.1
Layer B - OAM&P Transport IP Network

Some Service Providers might build their OAM&P transport network as a completely private, trusted network. In the normal case though, the OAM&P transport network should be regarded as partly insecure due to its size, complexity, limited physical security and possible remote access from dial-up connections or from the Internet. The only security service provided then is that the OAM&P transport network when based on IP is logically separated from the Internet. For IP based transports infrastructure aspects on security are handled to the extent possible utilizing IP classic features (addressing schemes, DNS, DHCP, BOOTP, protection with firewalls etc.).

Additionally, a trusted IP-environment to the application level might be provided, e.g. an environment with no masquerading IP-hosts and where potential intruders cannot communicate. One way to accomplish such a secure DCN is to use IP security mechanisms (IPSec; see IETF RFC 2401 [7]) to achieve authentication of IP hosts (servers, gateways, Network Elements) and optional encryption of OAM&P traffic. Note however that the secure DCN does not authenticate users.

7.6.1.2
Layer A - Application Layer

On this layer we find Telecom Management applications performing their tasks in the normal management functional areas. Managed objects residing in the network resources are often accessed or manipulated.

Layer A provides authentication of users ensuring that every party involved in OAM&P traffic is securely authenticated against every other party. The implementation of the authentication service supports "single log-on" (a user only has to log-on once to get access to all OAM&P applications in the network) and "single point of administration" (an administrator only needs to maintain a user and his/her profile in one place).

Layer A also provides authorization (access control) - to verify if a user is authorized to perform a certain operation upon a specified target object at a given time. In addition, it addresses the use of signing and logging of events. Logging of events here means "logging of actions" (not necessarily logging of ALL actions) to be able to check "who did what". At least all "critical" actions (configurations etc.) should be logged.

Interface definitions addressing authentication and authorization are needed. Also note that layer A requires confidentiality. Layer B may provide this service. If not, layer A instead has to provide it itself.

7.6.1.3
Common Services

In common services we find the security infrastructure components:

-
Directory (for storage of user information, certificates, etc.);

-
PKI (Certificate Authority, Registration Authority, Public Key Certificate, etc.).

Layer A relies on, and interacts with, the Common Services through distribution of certificates and keys, authentication of users, authorization, utilities for security administration (setting access rights), etc.

NOTE:
Layer B does not necessarily interact with Common Services for security management purposes.
The arrows in figure 7 simply indicate the possible use of common services for Configuration Management.

7.7
Software Management

7.7.1
Overview

This subclause describes the software management process for 3rd Generation networks. Two main scenarios are considered:

1)
Main Software Management process: It covers requesting, acceptance, installation, monitoring, documenting, database updating and feedback to the vendor for managing software. The sub-processes are valid for complete software releases and software patches for fault correction of the Network Elements and even element managers.

2)
Software Fault Management: Its emphasis is on network monitoring and handling faults, which are caused by software malfunctions.

7.7.1.1
Main Software Management process

The main focus is the management of new software releases and correction patches. Importance is placed integrating new software into a network with out causing unnecessary service disruptions and maintaining high levels of quality for the network. The main steps in the software management process are:

-
Delivery of software from the vendor.

-
Delivery of the software to local storage in the Network Elements and/or element managers.

-
Validation of the software to ensure that the Software is not corrupt.

-
Activation of the software to an executable state.

-
Validation of the software to ensure that it runs correctly. 

-
Acceptance or rejection of the software, depending on the outcome of the validation. (A rejection of the software implies a reversion to a previous software version).

Figure 8 shows an example of how these steps may be realized in terms of activities involving the processes defined in the Telecom Operations Map. However, alternative sequences may exist. For example, increased automation may cause step 3 to be omitted. Instead, a vendor certification activity could be run for a series of software releases or patches.

The following list is an explanation to the steps in figure 8.

1)
Based on inputs from customer care interactions and marketing research, a network operator will establish new feature requirements. These requirements are sent to the vendor in the form of a feature request.

2)
The vendor delivers a new software release/correction with the corresponding documentation and installation procedure to the network operator. It should be noted that when a network operator utilises equipment from more than one vendor, this process runs as multiple parallel processes. 

3)
A service quality management department of the network operator receives and reviews the software. Upon approving the software for installation, the software is sent to the network-provisioning department. 

4)
Installation Task:

a)
The software is installed in the appropriate Network Elements and/or element managers by network provisioning.

b)
Installation information is sent to the network maintenance and restoration department to inform them of pending changes in the network.

c)
Installation information is sent to the customer care centre to inform them of pending changes in the network.

5)
Installation Test and Validation:

a)
Once the software has been installed, network provisioning performs tests to check and ensure that the new software is working properly.

b)
In addition to the checks that are performed by network provisioning, network maintenance and restoration could also detect malfunctions within and outside the updated Network Element (NE).

c)
Should network maintenance and restoration detect a problem within the updated Network Element (NE), then network provisioning is informed to decide on further actions.

6)
Successful Installation Result:

a)
Upon successful installation of the software, the service quality management department is informed. 

b)
A report is sent to network maintenance and restoration to inform them that the software will remain implemented in the network. At this point the documentation library and software database is updated.

c)
The network data management department is informed over the changes in the network. 

7)
Negative Installation Result:

a)
If the installation fails, network provisioning performs a "fallback", i.e. remove the new software and insure that the Network Element (NE) is running properly on the old software.

b)
A report containing the negative results and findings will be sent to service quality management and at the same time to network maintenance and restoration.

8)
Once the installation procedure has been ended, the network maintenance and restoration department closely monitors the affected Network Element (NE) to ensure proper performance.

9)
Service quality management will send feedback to the vendor as to the positive or negative results of the installation.
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Figure 8: Main Software Management process

End of Change in clause 7

Change in Annex A, B and C

Annex A (normative):
3GPP management application layer protocols

The valid management application layer protocols for 3GPP are:

· CMIP (see references [20], [21]);

NOTE:
Normative references relating to running CMIP over OSI application, presentation and session layers are [9] ‑ [12] and [23] ‑ [42].

-
SNMP (see reference [6]);

· CORBA IIOP (see references [8] and [52]).

The valid application layer protocols for bulk & file transfer are:

-
FTAM (see references [13] – [19]);

-
ftp (see reference [4]);

-
tftp (see reference [5]).

-
sftp (secure ftp)

NOTE:
sftp is an implementation of ftp that uses SSL (SSH-1 or SSH-2 transport protocol) to provide a secure ftp. There are many commercial and open source implementations available. An IETF Secure Shell working group exists, whose goal is “to update and standardize the popular SSH protocol”. Currently no IETF RFCs are available, however a number of IETF drafts can be found at the working groups home web site: http://www.ietf.org/html.charters/secsh-charter.html.

Annex B (normative):
3GPP management network layer protocols

The valid network layer protocols for the management of 3GPP are:

-
IP (see reference [48];

-
X.25 (see reference [22]).

NOTE 1:
IP is the recommended networking protocol.

NOTE 2:
Normative references relating to ISO Transport over TCP-IP are [46] and [47] and ISO Transport over X.25 are [43] ‑ [45].

Annex C (normative):
3GPP management IRP Solution Sets

The valid IRP Solution Sets for the management of 3GPP on the Itf-N interface are:

-
GDMO (CMIP);

-
CORBA (IDL).
End of Change in Annex A, B and C
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