An Introduction to MTOSI, the Multi-Technology Operations Systems Interface
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1 Executive Summary

By bringing together modern software technologies and state-of-the-art technology models, the TM Forum has enabled the birth of a new interface standard, the Multi-Technology Operations Systems Interface (MTOSI).  MTOSI will facilitate application-to-application inter-working, reduce time to deployment, and lower the cost of ownership of Operations Software and Systems (OSS). Service providers will gain leverage by being able to integrate systems from multiple vendors with a minimum of “integration tax.”

The MTOSI standard builds upon and extends the results of the Multi-Technology Network Management (MTNM) initiative.  MTOSI extends the MTNM model, which focused on NMS-EMS (Network Management Systems-to-Element Management Systems) interactions, to address a wide range of OS-OS (Operations Systems) interfaces.  It includes support for service management as well as network management.

The MTOSI standard is a unified open interface that can be used among multiple types of OSs to provide network and service management.  The standard is expected to cover all communication technologies (from layer 1, e.g., SONET/SDH, through higher layer technologies such as VoIP).
The work of the MTOSI team is included within the TM Forum’s NGOSS (Next Generation Operation Systems and Software) programme.
2  Background and Readers’ Guide

This paper provides an overview of some of the aspects related to the creation of the MTOSI interface standard.

Sections 3, 4 and 5 identify the problem to be addressed, what is needed to address the problem and the business goals and benefits.

Sections 6 and 7 cover the technical approach adopted and describe the development of the MTOSI standard.

Sections 8 and 9 contain references where further information can be obtained and identifies those companies that have helped in the development of the MTOSI standard.

3 The Problem to be Addressed

With the growing emphasis on reducing operational cost and the need to integrate disparate operations systems, service providers have never been in more need of standardized OS-OS interfaces. The lack of such practical interface standards has resulted in costly and time consuming, one-of-a-kind integration activities or, even worse, an untenable business case for systems integration. The problems with systems integration can be characterized as follows: 

· Complexity – Cumbersome legacy technologies and fine-grained APIs (Application Programming Interface) result in tightly coupled applications that are difficult to build and maintain.

· Timescales – Long development and deployment times for non-standard, one-of-a-kind solutions.

· Cost – The sheer volume of effort required to bring together differing sets of product-specific and often fine-grained APIs results in high project costs for design and implementation.

· Support – All too often, the integration effort cannot be easily maintained long-term due to the lack of an agreed and consistent interface standard.

· Risk – All of these factors combine to increase project risks.
What is Needed

Service providers require an interface standard that will increase their choice of OS vendors and reduce the time, cost and risks associated with OS-OS integration projects.

Figure 1 illustrates applications and reference points at which MTOSI can be used; these applications are only examples. In addition, MTOSI only defines service interfaces (collections of operations) and does not define applications or OS types.


	Figure 1. Example Applications for the MTOSI Standard

	The Order Management application orchestrates the inter-working between the different applications. 

	
	The Discovery application handles requests for the discovery of network resources and forwards notifications of inventory changes from the network to the Inventory application.

	
	The Inventory Management application drives the activation of network resources (e.g., SubNetwork Connection creation) via the Service Activation application which, in turn, sends activation requests to the EMSs.

	
	The Service Activation and Service Assurance applications find out about the inventory in the network from the Inventory application. 

The Service Assurance application collects alarms from the EMS and may retrieve a list of active alarms from an EMS where the Service Assurance application has lost synchronization with an EMS.


The Business Goal and Benefits

The MTOSI standard offers a number of unique business advantages (1-4) as well as advantages applicable to any well-designed and well-supported OS-OS interface standard (5-8): 

1. MTOSI provides a standard interface between OSs for fulfillment and assurance functionality. MTOSI provides a unique solution by using the same information model as the MTNM’s NMS-EMS interface. In effect different instances of the same interface are reused at different reference points.
Benefit: Similar knowledge can be used to design an OS regardless of whether the OS needs to communicate with other OSs or with the network. This repetition allows for re-use of adapter software and easier testing and maintenance (fewer interface types to manage and test since different types of interface are replaced by a single interface type).


2. MTOSI uses XML (eXtended Mark-Up Language) based messaging. 
Benefit: Extensive tool support from the IT Industry. 


3. MTOSI provides rules for versioning and for vendor extensions to the XML messages. 
Benefit: When MTOSI is deployed, the server and consumer application ends of the interfaces can be upgraded independently. Also, when several vendors’ equipment is deployed, the proprietary extensions are managed in a consistent manner. 


4. MTOSI uses standard Communication Patterns to support Business Activities that can be implemented by a range of IT platforms and transport protocols. 
Benefit: The underlying platform can be changed the without propagating the change to the applications, that is, Abstract API behavior is insensitive when the IT platforms are modified to meet changing deployment requirements, technical obsolescence or for other reasons. This approach also allows simplified operation over non-standardized but popular industry middleware platforms (e.g., Java Message Service (JMS), HTTP, SMTP). 


5. MTOSI allows service providers to implement OS environments faster. Imagine how long it would take for a service provider, starting from scratch, to realize the OS environment shown in Figure 1. Each of the four OS suppliers would need to define and agree to a common interface (on a pair-wise basis), build the interface and then do interoperability testing. On the other hand, if each OS supplier already supports MTOSI, only minimal (additional) development and testing will be needed to achieve interoperability. 
Benefit: MTOSI lower the time and costs needed to integrate OS software from different suppliers.


6. MTOSI is designed to support service provider requirements for an open OS environment. 
Benefit: This allows service providers to more easily deploy OSs from multiple vendors and to replace existing OSs.  This increase in choice creates a more competitive environment for service providers, allowing them to choose the products that best fit their functional and financial needs at a specific time.


7. MTOSI encourages system integrators to pre-integrate OS products that are MTOSI-compliant. 
Benefit: This results in lower up-front costs to service providers.
   

8. MTOSI allows carriers to avoid whole replacements to systems that can support legacy requirements, and instead, introduce and integrate point applications that can address new solutions, such as enhanced IP service offerings. 
Benefit: This allows a service provider to preserve its investment in legacy systems while still addressing the need to manage new technologies and services. 

4 The Technical Approach

The MTOSI team has made a number of design decisions that explicitly support the business goals identified in Section 4. 

Basing the MTOSI standard on the MTNM information model:

1. Facilitates the development of OSs that can communication with the network as well as with other OSs while using the same information model,

2. Facilitates integration between a service provider’s OS environment and the underlying network (the equipment supplier EMSs and sub-tending sub-networks),

3. Encourages system integrators to make use of OSs that support MTOSI and EMSs that support MTNM (further assisting service providers that wish to integrate OSs and equipment from multiple vendors). 

The use of popular (mass-market) web technologies such as JMS and XML, Simple Object Access Protocol (SOAP) and Web Service Description Language (WSDL) offers the following benefits:

1. The cost of development tools is less since web technologies are used by many industries. This has advantages over the use of specialized management technologies such as Common Management Information Protocol (CMIP) and Simple Network Management Protocol (SNMP), which tend to have more expensive tools since the tools are very specialized, i.e., only used by the telecommunications industry. 

2. Since web technologies are commonly used, it is easier to find qualified designers and developers. One would even expect web-based development skills from new college hires. In the past, however, network management interfaces were based on telecommunication-specific technologies. Typically, such technologies were not taught to college students and were not known by those already in the telecommunications industry. Thus, much on-the-job-training was necessary.
In addition to Web Service technologies, MTOSI emphasizes the use of Service Oriented Architecture (SOA) principles to design an interface that is easier to understand and to use. In keeping with SOA principles, the interface supports “coarse-grained” operations that relate directly to common business processes. In addition, loosely coupled, asynchronous interactions allow for easier and more reliable integration. 

Since MTOSI only defines service interfaces (NGOSS contracts) and not services (NGOSS components), the MTOSI suppliers are free to combine the MTOSI service interfaces to suit their needs.  
Figure 2 compares the MTOSI coarse-grained approach to the MTNM fine grain approach to inventory retrieval. The left side of Figure 2 depicts a typical MTNM inventory retrieval flow where many operations need to be sent from the NMS to the EMS. The right side of Figure 2 depicts an MTOSI inventory retrieval flow where only one operation is needed. With MTOSI, the requesting OS can retrieve all or part of the inventory maintained by the client OS through the specification of a filter within the getInventory request. The use of few operations makes the MTOSI specifications easier to coordinate and to develop as compared to the MTNM approach.

Note: Although MTOSI is inherently coarse-grained, it can support a fine-grained approach when required, for example, to support diagnostics applications.
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Figure 2. Fine-Grained MTNM vs. Coarse-Grained MTOSI
The role of the Common Communications Vehicle (CCV)

Current OS and EMS implementations employ diverse middleware technologies, a reality that is not likely to change in the immediate future. Deployed systems may implement middleware that is no longer in vogue, while new systems will embrace one of the many alternatives currently available. To be widely adopted, MTOSI cannot mandate specific middleware technologies for its implementation. Therefore the MTOSI interfaces are sufficiently abstract to be middleware neutral, yet rigorous enough that vendors can map them quickly to their middleware of choice. The CCV is the common middleware required to implement MTOSI.

The CCV is a middleware abstraction that allows MTOSI interfaces to be bound to different middleware technologies as needed. By exploiting the expressive power of Web Services Description Language, MTOSI interfaces are composed of Logical and Physical definitions. Logical interface definitions include port types, operation names, inputs, outputs, message patterns and XML schema references. Physical interface definitions are middleware-specific bindings that include transport details like destination names (e.g., a queue name), addresses, message types, policies, persistence, security and other qualities of service.

By excluding middleware specifics from the abstract interface definitions, MTOSI gives freedom in the choice of the CCV; one MTOSI implementation may use JMS to support its CCV, a second HTTPS (HyperText Transport Protocol Secure) and a third IIOP (Internet Inter-ORB Protocol, which maps CORBA messages to TCP/IP). Middleware mediation solutions on the market even make it possible to use all three in the same implementation.
5 The Development of the MTOSI Standard

The MTOSI standard has been based on and resulted from a number of TM Forum team activities. Figure 3 shows the major inputs to MTOSI Release 1 and 2.
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Figure 3. The Development of the MTOSI Standard

MTNM is a CORBA-based, NMS-EMS interface used for the management of resources within layer 1 (e.g., SONET/SDH, DWDM) and layer 2 (ATM, DSL, Ethernet) networks. 

The MTNM effort was started in 1998 and there are now dozens of implementations and many service provider deployments.

MTOSI Release 1 focused on defining the MTOSI framework (i.e., XML style, transport independence, computing language independence, and support for a service oriented architecture) and some basic management functions (i.e., inventory retrieval, inventory update notifications, alarm reporting and active alarm retrieval). 
In MTOSI Release 1, the main inputs were the MTNM v2.1 with some aspects of MTNM v3.0 and the NGOSS TNA (Technology Neutral Architecture). The two MTOSI demonstrations for the TMW (TeleManagement World) in Nice, France (May 2005) also provided good input back to the MTOSI Release 1 team and several changes were made to MTOSI Release 1 based on these demonstrations. 

The MTOSI team already had considerable success with the initial work within MTOSI Release 1 by providing specifications for the following processes:

· Inventory Retrieval – This capability allows an OS to retrieve all or part of the inventory known to another OS. 

· Inventory Notifications– This capability allows an OS to send inventory update notifications to a set of interested OSs. The inventory updates included object creation, object deletion, object discovery, attribute value change and state change notifications. 

· Retrieval of Active Alarms – This capability allows on OS (alarm requesting OS) to request some or all of the active alarms known to another OS (target OS). 

· Alarm Notifications – This capability allows an OS to send alarms to a set of interested OSs. In order to receive alarms from a given OS, an alarm consuming OS must first register to receive the alarms of the given OS. A single OS could play both roles. 

The above management areas cover technologies that have been included in MTNM v3.0 specification, i.e., SONET/SDH, Asynch/PDH, ATM, DSL, DWDM and point-to-point Ethernet. For v1.0, the MTOSI model has relied completely on the MTNM model for the modeling of transport technologies. 

In the initial work the MTOSI team focused on recasting a subset of MTNM v2.1 and selected MTNM v3.0 features for use between OSs. The MTOSI team has defined a collection of coarse-grained operations, and made several generalizations to the MTNM information model. After these changes were made, the MTOSI team mapped the requirements, use cases and information model to an XML-based interface. SOAP message wrapper, WSDL definitions, and JMS bindings (message header mapping specifications) were also defined.

Java Message Service (JMS) serves as the CCV for MTOSI Release 1. It is expected that support for http will be added for MTOSI Release 2. 
MTOSI Release 2 focuses on the introduction of additional management functionality with the following key inputs:

· The remaining parts of MTNM v3.0 will be mapped to the MTOSI solution set (TMF 854). This represents a significant increase in functionality.

· MTNM v3.5 (concerning Ethernet and control plane management) will be mapped to the MTOSI solution set (TMF 854). 

· The MTOSI team is also working with OSS/J concerning fault management and service management.

· The eTOM processes are being used as part of the classification scheme for the MTOSI Release 2 service interfaces (“contracts” in the NGOSS terminology) and the ETSI NGN terminology concerning services and service interfaces.

· The MTOSI catalyst team (November 2005) has also provided valuable input to the MTOSI Release 2 effort.

· Given that MTOSI uses the same information model of MTNM (i.e., TMF 608), the MTOSI Release 2 deliverables also benefit from the MTNM-SID harmonization work

As noted previously, the initial work focused on the MTOSI framework. The next work activity (tentatively scheduled for completion in late 2006 or early 2007) will provide a significant increase in management functions. The plan is to reuse and extend the significant collection of management functions that have been defined in MTNM v3.0. In particular, the following items are being covered:

· Resource Management – Configuration of network resources (e.g., setting attributes). This also includes connection management (i.e., connection establishment, modification and release). The work will be based on MTNM v3.0. In addition to the MTNM v3.0 resource management functions, the MTOSI team will also provide the following extensions to the MTNM model:  

· Add Multi-object versions of the MTNM operations, e.g., operations to request the creation, modification and/or deletion of multiple object instances

· Add Multi-object inventory notifications (the existing MTNM notifications only report on one object at a time)

· Extend the MTOSI inventory layout to support the additional MTNM v3.0 objects, attributes and associations. The inventory layout is used to transfer inventory updates from one OS to another. 

· Performance Management – The transfer of performance management measurements, and the reporting of Threshold Crossing Alerts (TCAs). This work will be based on the performance module from MTNM v3.0. 

· Service Management – Support for concepts such as end-to-end connections, customer, vendor and product, and the associations between these concepts. Support will also be added for service activation and configuration. This work will be based on the TM Forum’s Shared Information/Data (SID) model. The MTOSI team will also interact with the OSS/J Order Management team.  

· Fault Management Enhancements – Updates (mainly additions) to the MTOSI model will be made to support fault management capabilities from 3GPP and OSS through Java (OSS/J). 

Additional types of CCVs will be supported in Release 2.

After MTOSI Release 2: Planning beyond MTOSI Release 2 has not been done to any significant degree. This would be the work on the newly proposed MTMP product planning team (this team is still being formed). 

Potential issues include, for example:

· Support of IP service management, 
· Support for MPLS 
· Support for MPLS management based on G.8110
· Support for the management of Passive Optical Networks (PON) and WiMax
Note that any IP service management work will leverage the results from the TM Forum’s IPNM team. 
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MTMP Documents

· Proposed Multi-Technology Management Program (MTMP) Plan  (Chair: Stephen Fratini, Telcordia Technologies, sfratini@telcordia.com)

The MTNM v3.0 Deliverables 

· TMF513 v3.0 Multi Technology Network Management Business Agreement

· TMF608 v3.0 Multi Technology Network Management Information

· TMF814 v3.0 Multi Technology Network Management NML to EML Interface Solution Set

· TMF814 v3.0 Multi Technology Network Management NML to EML Interface Solution Set

MTOSI Release 1 Deliverables

· TMF 517 Release 1.0 Multi Technology Operations System Interface (MTOSI) Business Agreement

· TMF 608 v3.1 Multi Technology Network Management (MTNM) Information Agreement (including support for MTOSI Release 1)

· TMF 854 Release 1.0 Multi Technology Operations System Interface (MTOSI) XML Solution Set 

Other MTOSI Documents

· MTOSI Release 2 Charter 
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· TMF053 v4.0 NGOSS Technology Neutral Architecture

· GB921 eTOM Solution Suite version 5.0
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Neil Prasad, Cisco, aprasad@cisco.com
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Joel Fleck, HP, joel.fleck@hp.com
· eTOM


Mike Kelly, TMF, mkelly@tmforum.org. [image: image4.png]SIEMENS



























































































getEMS


getAllTopLevelSubnetowks


getAllTopLevelTopologicalLinks


getAllManagedElements


getAllTopologicalLinks


getAllPTPs


and quite a few other operations
























































getInventory





Fault Mgmt. OS





Inventory OS





EMS 1


























NMS









Page 10

