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1
Decision/action requested

It is proposed that the modifications described below are included in the next version of 32.240.
2
References

N.A.

3
Rationale

In the last meeting 32.240 was heavily restructured, and a new high-level picture was introduced. This document proposes some changes to improve the coherence of descriptive text with this high level picture and the overall readability of the specification. Some in-line comments help in understanding the motivations of some of the proposed changes.

4
Consequences and implications

None

5
Issues of discussion

N.A.

Sections of 32.240 affected by the changes

3.3
Symbols

For the purposes of the present document the following symbols apply:

A
Interface between an MSC and a BSC

Bc
Reference point for the CDR file transfer for the CS domain to the BD, i.e. between the xMSC / HLR and a BD

Bi
Reference point for the CDR interface for the IMS, i.e. between a CDGF/CGF and a BD

Bl
Reference point for the CDR file transfer for LCS to the BD, i.e. between the GMLC and a BD

Bm
Reference point for the CDR file transfer for MMS to the BD, i.e. between the MMS Relay Server and a BD

Bp
Reference point for the CDR file transfer e for the PS domain to the BD, i.e. between a CGF and a BD

Bs
Reference point for the CDR file transfer for CAMEL services to the BD, i.e. between the SCF and a BD
Bx
Reference point between any (generic) 3G domain, subsystem or service CGF and the BD
B*
Reference point between any service CGF and the BD
Ga
Interface between a GSN transmitting CDRs (i.e. GGSN or SGSN) and a CDR receiving functionality (CGF)

Gb
Interface between an SGSN and a BSC

Gc
Interface between an GGSN and an HLR

Gd
Interface between an SMS-GMSC and an SGSN, and between a SMS-IWMSC and an SGSN

Gf
Interface between an SGSN and an EIR

Gi
Interface between the Packet-Switched domain and an external packet data network

Gn
Interface between two GSNs within the same PLMN

Gp
Interface between two GSNs in different PLMNs

Gr
Interface between an SGSN and an HLR

Gs
Interface between an SGSN and an MSC/VLR
Gy
Interface between the GGSN and the OCS
Iu
Interface between the RNS and the core network.

kbit/s
Kilobits per second. 1 kbit/s = 210 bits per second.

Mbit/s
Megabits per second. 1 Mbit/s = 220 bits per second.

Mc
Interface between the MGW and (G)MSC server

Um
Interface between the Mobile Station (MS) and the GSM fixed network part.

Uu
Interface between the User Equipment (UE) and the UMTS fixed network part.
Wf
Offline Charging Reference Point between a 3GPP interworking WLAN and the CDF.

Wo
Online Charging Reference Point between a 3GPP interworking WLAN and the OCS.

4.1
High level common architecture
The architectural differences between the CS, PS, Service domains and the IMS affect the way in which the charging functions are embedded within the different domains and subsystems. However, the functional requirements for charging are always the same across all domains and subsystems. This clause describes a common approach for the definition of the charging functions, which provides a ubiquitous logical charging architecture for all GSM and UMTS network domains and subsystems relevant for charging standardization.

It should be noted that common charging architecture provides only a common logical view and the actual domain specific charging architecture depends on the domain in question. The mapping of the common architecture onto each domain, subsystem or service is described in the respective TS of the 32.25x-series - 32.27x-series.
Figure 4.1 provides an overview of the logical ubiquitous charging architecture for offline and online charging. It will be detailed further in the following clauses.

MM-Comment: TPF should not appear as a separate block. On the contrary, some of the blocks drawn in the pictures have some traffic plane functionality (e.g. SGSG, GGSN). Also, the picture should be consistent with fig. 4.3 (e.g. the PS Access Network Entity doesn’t appear here).
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Figure 4.1: Logical ubiquitous charging architecture

4.3
Logical charging functions and interfaces
4.3.1
Offline charging functions

Figure 4.2 provides an overview of the offline part of the common charging architecture. It will be detailed further in the following clauses. The logical functions, Charging Data Function (CDF) and Charging Gateway Function (CGF) may be integrated or distributed depending on the domains involved and the specific configuration in question. The CDF receives charging events generated by associated network elements, the interface between the CDF and the CGF carries CDRs and the interface between the CGF and the Billing Domain (BD) carries CDR files. As an example the Rf interface is positioned between the IMS nodes and the CDF, and the Ga interface within the PS domain between the xGSNs and the CGF. The Bx interface exists physically in all the domains, where as the existence of the other interfaces depends on the specific domain and the configuration. 
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Charging Data Function 
CGF:
Charging Gateway Function

BD:
Billing Domain. This may also be a billing system/ billing mediation device.

Figure 4.2: Logical ubiquitous offline charging architecture


MM-Comment: Charging Data Generation is not described as a Function. Putting it at the same header level of CDF and CGF could generate confusion.

Every network and service element that provides charging information collects the information, assembles it into reasonable sets of parameters and sends them towards the Charging Data Function. Charging data needs to be generated in all network elements,
· 
 providinge the metrics that identify the user and the 'user's consumption of network resources and/or services. 
· 

4.3.1.2
Charging Data Function (CDF)

The Charging Data Function (CDF) receives  and collects  accounting metrics, which are sent by the nework elements as charging events. On the basis of these,  the CDF produces billing-suitable charging data records within a defined format. The 3GPP recommends the ASN.1 format. The content and format of these CDRs correspond to the CDR description in the related 3GPP charging specification (e.g. 3GPP TS 32.250 [10] for the CS domain and 3GPP TS 32.251[11] for the PS domain).

The CDF may be supported as a separate entity or as an integrated functionality of the network element, or  be integrated with the CGF In case it is an entity separate from the network element  a charging protocol is used for transfer of the charging events  e.g. for IMS the Rf reference point is supported, for WLAN the Wf reference point is supported. In case it is an entity separate from the CGF a charging protocol (Ga interface) is used for the transfer of CDRs between the CDF and the CGF.

MM-Comment: from fig. 4.1 it’s not clear that the CDF can be also integrated in the CGF

MM-Comment: I wonder whether all this discussion on integration/separation doesn’t fit better in a sec. like 4.4 (Offline mapping for the CGF case) where there are also descriptive pictures.

· 
The CDF can operate with one network element (i.e. for one network element or integrated network element). Alternative the CDF can operate with n network element in order to correlate the accounting metrics from different network elements to one CDR.

4.3.1.3
Charging Gateway Function (CGF)

The Charging Gateway Function (CGF) acts as a gateway  to the Billing Domain (BD). The CGF can be integrated into the network node, (which implies that the CDF is also integrated in the network element) or be realised in an entity external to a nework element, together with the CDF, or as a standalone function. In case of the standalone configuration a charging protocol for CDR transfer is used, (the Ga reference point). The entity relationship between the CDF (and thus the network element) and the CGF is m:n in the case of external CGFs. Depending on the location and operation purpose the CGF can be cascaded, e.g. a local CGF is cascaded with a central CGF, in order to support simultaneously safety by local storage capability and functionality by correlation option for CDRs from different network elements. The CGF also provides the mechanism to transfer CDR files to the network operator's chosen BD and comprise the following main functions:

· CDR Reception.

Needed if the CGF is physically separate from the CDF(s). Receives CDRs generated by the CDF(s) using the domain specific protocol (e.g. Ga in the case of PS domain).

· Validation and (Re-) Formatting.

The CDRs entering the CGF may be checked for syntactical correctness and formatted to the Billing Domain format. 3GPP recommends the ASN.1 format.

· CDR Pre-processing

CGF may perform specific activities, such as consolidation of CDRs, pre-processing of CDR fields, filtering of un-required CDR fields, and adding of Operator specific parameters defined fields to the CDRs. These specific activities may be performed to optimise the charging information that is to be forwarded to the Billing Domain, which should reduce the load in the operators post-processing system.

· CDR correlation. 

CDRs from different Network Nodes belonging to the same service may be correlated before provision to the BD e.g. in order to reduce the CDR load.

· CDR File Management.

The formatted CDRs are stored in files on a permanent storage device. These files are subject to be deleted after they are transferred to BD (see following point).
· CDR file transfer  to BD.

CDR files are transferred across the Bx interface and related file management actions performed such as  the removal of the transferred CDR files from the  file storage. See 3GPP TS 32.297 [52].

· 


· 

· 

· 

4.3.2
Online charging functions
'Editor's Note: This clause was copied from TS 32.200 and should be subject for further study, including alignment with 3GPP TS 32.296. The existence of SCCF and CPCF in Rel-6 are under study. 

4.3.2.1
Online Charging System (OCS)

Based on the reference architecture for IMS online charging and the requirements for all other domains and services, a general architecture for online charging is defined that is designed to support online charging mechanisms for bearer charging, service charging and IMS charging. Figure 4.3 defines a logical architecture for online charging. 
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Figure 4.3: Logical ubiquitous online charging architecture

CS and PS domain access online charging are performed using the CAP interface from the MSC and SGSN to the Bearer Charging Function (BCF) refer 3GPP TS 23.078 [207]. Other network entities in the access domain using the Ro reference point or variants thereof.
MM-comment: isn’t it better to explicitly list all the possible interfaces?
The Session Charging Function (SCF) is responsible for Session Charging including the session control such as e.g. session termination and is using the Ro reference point.
MM-comment: content charging in other contexts mean charging on the basis of application layer information.

The Event Charging Function (ECF) performs event-based charging (content charging) and use the Ro reference point. It makes use of the rating function in order to determine the value of the service rendered. The ECF may correlate several event-based charging requests. The ECF provides information via the Rc reference point that triggers the Account Balance Management Function to debit or credit the subscriber's account. Additional information sent by the ECF may also be used in the Account Balance Management Function to correlate Event Charging with Bearer Charging and Session Charging.

Editor’s note: The role of each charging function (SCF, BCF, ECF) in relation to each reference point is ffs.
MM-comment: the following text, up to beginning of 4.3.3, describes blocks not already introduced ad not described in any picture!


· 
· 
· 
· 

· 
· 


4.3.3
Common charging functions

'Editor's Note: This clause was copied from TS 32.200 and should be subject for further study, including alignment with 3GPP TS 32.296. The existence of SCCF and CPCF in Rel-6 are under study. 

4.3.3.1
Charging Rule Function (CRF)

Editor’s note: subclause was agreed by S5-044115.
4.4
Mapping of CGF to network elements
This clause describes how the CGF function maps to network elements. It should be noted that all architecture diagrams and descriptions define only logical and functional architectures. The physical implementation is vendor specific and out of scope of standardization.

The implementation of a CGF may require  one or more nodes of one or more domains in any combination, as determined by the manufacturer and may be supported in one of the following ways:

· as a centralized separate network element: the Charging Gateway(GW);

· as a distributed functionality resident in the NNs.

The figure 4.4 gives an overview of the two basic configurations: the NNs support an external interface to the charging gateways they are connected to and the NNs support the charging gateway functionality internally. The support of a centralized or distributed CGF in a network is implementation dependent and subject to vendor/manufacturer agreement. Regardless of the way in which the CGF is supported in the network, the functionality of the CGF is similar.
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Figure 4.4: Basic architectural scenarios for the CGF location

If the NNs with an internal CGF also support the external interface, additional configurations as shown in figure 4.5 are possible: the NN with integrated CGF also acts as CGF for other NNs and the NN with integrated CGF also supports the transmission of CDRs to external CGFs via Bx interface.
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Figure 4.5: Optional scenarios for the CGF configuration

The four scenarios in figures 4.4 and 4.5 are not exhaustive.
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