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Background

The #33 output S5-036212 records three action items to be done by CMCC for #33bis as follows.    
· #33.1
Arguments to introduce CS IRP, not the CR to notification service to fulfil the CS requirement.

· #33.2 
Detail Arguments to introduce the CS capability from managed system 

· #33.3 
Analyse relationship between the CORBA persistent connection capability and the CS requirement.
The following document responses to the above action items one by one.

Response

1 Arguments to introduce CS IRP, not the CR to notification service to fulfil the CS requirement
The definition of IRP in section 3.1 Definitions of TS 32.101 V5.2.0 is as follows.

“ IRP (Integration Reference Point): an architectural concept that is described by a set of specifications for definition of a certain aspect of the Itf-N, comprising a Requirements specification, an IRP Information Service specification, and one or more IRP Solution Set specifications. ”
· From the definition of IRP, we cannot see any conflict for CMCC to introduce CS IRP. The requirement, IS and SSs of CS could form an integrated and independent set.

· The relationship between communication surveillance function and notification management function is not tightly coupled. The requirement for communication surveillance function is to help NM or managed system to monitor communication between each other and discover link breaks as earlier as possible. While the requirement for notification management function is to manage operations about notifications such as subscribe, unsubscribe, etc. They are two different fields to satisfy different requirements. Even though the notification defined in communication surveillance function (i.e., Heartbeat notification) needs to be sent to notification IRP first, then forwarded to IRPManagers, it is the same case for all the notifications defined in other IRPs such as AlarmIRP, KernelCM IRP, etc.  This should not be the reason to combine them into one IRP.

· What is the difference between effects caused by one IRP and two IRP? It seems no obvious cost change for that. Since two IRPs (NotificationIRP and CSIRP) make requirement and implementation clearer, why should not we keep it?

2 Detail Arguments to introduce the CS capability from managed system
The following in quotes is extracted from “S5-036270r1 32.xx1 CS Requirement (bi-direction)” for phoenix meeting.

“ 

From Managed System side:

1. The Managed System should, with the support of the NM, detect promptly whether each IRPManager (subscribing to any notification), regarding reception of notifications, and link-b are functioning correctly.  This requirement is necessary in the following situations:

· When several NMSs are spared for each other, it’s useful for the Managed System to turn to a standby NMS in time in case of emergency.

·  It’s useful for the Managed System to save the alarm information in the buffer to avoid loss.

· Enhancement of management quality of EMS.

· Other specific requirements from operator’s management policy.

”
The situations are explained one by one as follows.

· In some cases there are two or more NMSs work together, and one of them is the master NMS and others are standby NMSs at one time. If the managed system has the capability to detect the communication problem between itself and the master NMS automatically, it would be helpful for the managed system to switch to a standby NMS as earlier as possible when it detects the problem to decrease the possible lost. It’s especially useful in emergency.

· If the managed system has the capability to detect the communication problem, it can store alarm information in the buffer or take other actions in case buffer is full in order to avoid the loss of critical alarm information. In this case, it’s more efficient for the managed system to detect the problem automatically rather than waiting for the NMS to notify him about it.

· This capability also enhances the management quality of managed system and is helpful for the managed system side to decrease maintenance cost.

· This capability provides more flexibility for the operators to arrange management strategy etc.

3 Analyse relationship between the CORBA persistent connection capability and the CS requirement
· First, the CORBA Reliability Properties (both persistent connection and persistent event) is based on OMG CORBA Notification service, so it is not general and protocol independent.

· Second, whether for uni-direction CS or bi-direction CS, CORBA Reliability Properties (both persistent connection and persistent event) is not a reasonable solution for the requirements.

The following paragraph is extracted from CORBA Notification Service (November 3, 1998 OMG TC Document telecom/98-11-01).

“
2.5.5 Notification QoS Properties

…Reliability …
The Notification Service treats the reliability of specific events, and the reliability of the connections which provide a transport for events between clients of the notification channel and the channel, as separate issues, and thus defines two separate QoS properties to represent them: EventReliability and ConnectionReliability. Each of these properties can take on one of two possible numeric constant values: BestEffort or Persistent.
…
EventReliability=Persisent & ConnectionReliability=Persistent: Each event is guaranteed to be delivered to all consumers registered to receive it at the time the event was delivered to the channel, within expiry limits. If the connection between the channel and a consumer is lost for any reason, the channel will persistently store any events destined for that consumer until either each event times out due to expiry limits, or the consumer once again becomes available and the channel is subsequently able to deliver the events to all registered consumers. In addition, upon restart from a failure the notification channel will automatically re-establish connections to all clients that were connected to it at the time the failure occurred.
”
· For CS from NM’s perspective

It’s necessary for NM to detect the link breaks and cope with it as earlier as possible. However, NM cannot distinguish whether there is no notification or the link-b [see CS Requirement] is broken while it hasn’t received any notification for long time. There is no mechanism defined in CORBA Notification service to help NM to distinguish it. In other words, if the link-b is broken, CORBA Notification service has no mechanism to let NM know about the problem as earlier as possible.

· For CS from Managed System’s perspective

The Reliability Properties (both persistent connection and persistent event) in CORBA notification service insures two things, one of them is that the event can be stored persistently in the channel and can eventually be forwarded to NM, another one is that the channel maintains all information about its connected clients persistently. These are both in some degree remediation methods and there is no time urgency for it. The Reliability Properties can’t insure that managed system could detect the problem in time and do maintenance and safeguard afterwards, such as switch to a standby NMS, etc.
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