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1 Scope
The present document establishes and defines the management principles and interface definition for the management of UMTS.
In particular, the present document identifies the requirements for:

· the management reference model, showing the location of the interface this document mentioned;
· the protocol stacks used in CMIP-based solution and CORBA-based solution;

· the CORBA ORB and services with their versions required in CORBA-based solution;
· the function requirements of the interface between UMTS Network Management System and OMC;
· the protocol independent analysis of the interface between UMTS Network Management System and OMC.
· 
The requirements identified in this document are directed to the further development of UMTS management specifications as well as the development of UMTS management products. This document can be seen as the guidance for the development of other technical specifications for the management of UMTS. 

2 References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies.
[1] ITU-T Rec. M.3010 (2000)
"Principles for a telecommunications management network".
[2] ITU-T Rec. M.3020(1999)
"TMN interface specification methodology".

[3] ITU-T Rec. M.3100(2000)
"Generic Network Element Level Information Model".

[4] ITU-T Rec. Q.811 (1992)
"Lower layer protocol profiles for the Q3 and X interfaces".

[5] ITU-T Rec. Q.812 (1992)
"Higher layer protocol profiles for the Q3 and X interfaces".

[6] ITU-T Rec. Q.821 (1993)
"Stage 2 and stage 3 description for the Q3 Interface – Alarm Surveillance" 
[7] ITU-T Rec. Q.822 (1994)
"Stage 1, stage 2 and stage 3 description for the Q3 Interface – Performance Management"
[8] ITU-T Rec. X.721 (1992)
"Information technology–OSI–Structure of management information : definition of management information"
[9] ITU-T Rec. X.730 (1992)
"Information technology–OSI–Systems management : Object Management Function"
[10] ITU-T Rec. X.733 (1992)
"Information technology–OSI–Systems management : Alarm Reporting Function"
[11] ITU-T Rec. X.734 (1992)
"Information technology–OSI–Systems management : Event Management Function "
[12] ITU-T Rec. X.735 (1992)
"Information technology–OSI–Systems management : Log Control Function"
[13] ITU-T Rec. X.90x (1997)
Open Distribution Process
[14] OMG Rec.（1998）
Common Object Request Broker Architecture 2.2
[15] OMG Rec.（1999）
Unified Modelling Language 1.3
[16] OMG Rec.（1998）
Common Object Service Specification 1.0
[17] OMG Rec.（1998）
Notification Service Specification 1.0
[18] OMG Rec.（2000）
TelecomLog Service Specification 1.0
3 Definitions and abbreviations

3.1 Definitions

For the purposes of the present document, the following definitions apply:
Network Element (NE): a discrete telecommunications entity, which can be managed over a specific interface, e.g. the RNC, NodeB, etc.
Network Management System(NMS)：The software and hardware systems used by the service supplier to manage the UMTS network. The NMS provides the end-to-end network view, and can manage all the UMTS NEs located in the management domain which are provided by multi-vendors. 

Operation & Maintenance Center(OMC)：The software and hardware sysetems used by the service supplier or network supplier to manage one or more than one UMTS NEs which are provided by a single-vendor. 

NMS-OMC Interface: The communication data and data exchange mode between UMTS NMS and UMTS OMC.

3.2 Abbreviations

For the purposes of the present document, the following abbreviations apply:

ASN.1
Abstract Syntax Notation One

CM
Configuration Management
CMIP
Common Management Information Protocol

CORBA
Common Object Request Broker Architecture
DCN
Data Communications Network
EFD
Event Forwarding Discriminator
FM
Fault Management
FS
Function Set


FTP
File Transfer Protocol

GDMO
Guidelines for the Definition of Managed Objects

GSM
Global System for Mobile communications

IDL
Interface Definition Language
IIOP
Internet Inter-ORB Protocol

MOC
Managed Object Class
NMS
Network Management System

NRM
Network Resource Model

QoS
Quality of Service

TMN
Telecommunications Management Network
UML
Unified Modelling Language
OMC
Operation & Maintenance Center

OO 
Object-Oriented

PM
Performance Management
UMTS
Universal Mobile Telecommunications System
UTRAD
Unified TMN Requirements, Analysis and Design
4 Principles

4.1 Management Reference Model and Interfaces
Figure 1 illustrates the UMTS Management Reference Model. It shows the UMTS NMS facing other systems. 
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Figure 1: UMTS Management Reference Model
The present document addresses the interface between UMTS NMS and OMC (IF2 in Figure 1). The document does not address the interface between OMC and NEs (IF1 in Figure 1) or the interface between UMTS-NMS and other management systems (IF3 in Figure 1).
4.2 Protocol Stack

In the management interface design part of this specification (provided in other documents), there are two approaches to define the management interface: CMIP-based approach and CORBA-based approach, whose communication protocol stacks are CMIP and IIOP protocol stacks respectively. 

4.2.1 CMIP Protocol Stack

As defined in ITU-T Recommendation Q.811 and Q.812.

4.2.2 IIOP Protocol Stack

Figure 2 shows the IIOP protocol stack.
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Figure 2: IIOP Protocol Stack
The OMG versions followed by CORBA ORB and Services used in this specification are shown in table 1.

Table 1: Versions followed by CORBA ORB and Services

	ORB and CORBA service category
	Version

	ORB Core
	2.2

	Naming service (optional)
	1.0

	Notification service
	1.0

	Telecommunication log service (optional)
	1.0

	Security service (optional)
	"secure IOP protocol" or "CORBA Security SSL Interoperability"

	Event service (optional)
	1.1

	Asynchronous message service (optional)
	1.1 (chosen by NMS)


4.3 Interface Definition Approach
The present document uses UTRAD method to define the management interface. The UTRAD specifies an iterative three-phase process in the interface description, which are requirements phase, analysis phase and design phase.

The requirements and analysis phases adopt UML as notations. The design phase uses network management specific notation. The outputs of the 3 phases are:

Requirements phase – Requirements

Analysis phase – Implementation independent specification

Design phase – Technology dependent specification

The sections below describe details of the three phases and the UML notations they may use.

4.3.1 Requirements

The requirements for the problem to be solved fall into two classes, which are business level requirements and specification requirements.
The business requirements describe the outlines of the interface function, and the readers on the topic shall be able to quickly determine the needs of the management problem to be solved. In this phase, the UML use case diagrams are used.

The specification requirements provide sufficient details so that the interface definition in the analysis and design phase can be developed. As final interface definitions must be traceable to the requirements. It may be necessary to have an iterative process among the three phases. The requirements produced must be complete and detailed. In this phase, the UML use case diagrams are used.

4.3.2 Analysis

In the analysis phase, the functions described in requirements phase are analyzed in more details, such as input/output parameters, required managed resources, their properties (e.g. attributes and operations) and the relationships among them, etc. The analysis phase should be independent of design constraints. In this phase, the UML class diagrams or tables are used to describe these managed resources (In the UML notation, these resources become classes.). And also, the UML sequence/collaboration diagrams and state diagrams can be used in this phase if necessary. 
4.3.3 Design

In the design phase, a technology-dependent interface specification, which is educed from analysis phase, is produced. The interface specification can be CMIP based or CORBA based. Figure 3 shows the mapping route from requirements, analysis to design.
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Figure 3: Mapping Route of Interface Requirement, Analysis and Design
5 Management Interface Definition

5.1 Business Level Requirements

This section defines the function requirements of the generic management interface between UMTS NMS and UMTS OMC, such as configuration management (CM), performance management (PM), fault management (FM) and common management functions. The implementation of these functions is out of the scope of this specification.

5.1.1 Actor Roles

NMS: UMTS network management entity. It is responsible for the management of whole UMTS network.

OMC: UMTS network element management entity. It is responsible for the operation, administration, maintenance and provision (OAM&P) of the UMTS network elements.

5.1.2 High-Level Use Cases

Figure 4 is the top-level use case diagram where NMS actor interacts with OMC actor to implement management service. The management service is divided into several different management function sets. At the top level, there are four function sets, which are common management function set, generic CM function set, generic PM function set and generic FM function set.

In figure 4, the stereotype <<include>> is used to indicate that the generic NMS-OMC interface function set is divided into 3 function sets: CM, PM and FM. And the stereotype <<extend>> is used to indicate that the CM, PM & FM function sets all use the functions defined in common management function set.
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Figure 4: High Level Use Cases
5.2 Specification Level Requirements

5.2.1 Common management function set

5.2.1.1 Use cases

Figure 5 shows the use cases of common management function set.
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Figure 5: Use Cases of Common Management Function Set
5.2.1.2 Notification management function set

5.2.1.2.1 Use cases

Figure 6 shows the use cases of notification management function set.
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Figure 6: Use Cases of Notification Management Function Set

5.2.1.2.2 Notification report function

Notification report function is used for OMC to forward real time events to NMS.
The type of notifications emitted from OMC to NMS includes: 

Notifications related to configuration management:

--ObjectCreation notification

--ObjectDeletion notification

--StateChange notification

--AttributeValueChange notification

--RequestCMSynchronization notification

Notifications related to fault management:

--EquipmentAlarm notification

--EnvironmentalAlarm notification

--CommunicationsAlarm notification

--ProcessingErrorAlarm notification

--QoS alarm notification

Notifications related to bulk data transfer:

Bulk data transfer ready (transferUpReady) notification

Bulk data transfer preparation error (bulkTransferError) notification 
Notifications related to communication surveillance:

Heartbeat notification
5.2.1.2.3 Create EFD
NMS can add a new EFD in OMC. The following information should be specified:

-- Filtering criteria;

-- Forwarding destinations.

5.2.1.2.4 Delete EFD

NMS can delete an existed EFD in OMC.
5.2.1.2.5 Suspend EFD

NMS can suspend a specified EFD in OMC by modifying the administrative state of the EFD from ‘unlocked’ to ‘locked’. In case of success, the EFD will be out of service.
5.2.1.2.6 Resume EFD

NMS can resume a suspended EFD in OMC by modifying the administrative state of the EFD from ‘locked’ to ‘unlocked’. In case of success, the EFD will be in service.
5.2.1.2.7 Modify EFD

NMS can modify the configuration of an EFD. The following information can be modified:


-- Filtering criteria;


-- Forwarding destinations.

5.2.1.2.8 Query EFD 

NMS can query EFD information as listed below:



-- Filtering criteria;


-- Forwarding destinations;


-- Administrative state;

-- Operational state.

5.2.1.2.9 Event buffering

OMC should buffer events before send them to NMS. This process can avoid lost of data when communication between NMS and OMC fails, or when the rate of events arriving at OMC is faster than that of events emitted from OMC. OMC should send the buffered events to NMS as soon as possible when the communication between NMS and OMC is available.

5.2.1.2.10 Event synchronization

NMS can send event synchronization request to OMC to get the event information stored in OMC. NMS may specify one or more filtering criteria as listed below:


-- Start time of event;


-- Stop time of event;


-- Event type;


-- Alarm severity (optional, present if the event type is alarm).

5.2.1.3 Log management function set

5.2.1.3.1 Use cases

Figure 7 shows the use cases of log management function set.

[image: image7.wmf]Create log

Delete log

Suspend/Resume log

Query/Modify log

Query log record

Delete log record

NMS

Log management FS

OMC

<<include>>

<<include>>

<<include>>

<<include>>

<<include>>

<<include>>


Figure 7: Use Cases of Log Management Function Set

5.2.1.3.2 Create log

NMS can add a new log in OMC. The following information should be specified:

-- Filtering criteria for logging records.

5.2.1.3.3 Delete log

NMS can delete an existed log in OMC. In case of success, all the log records contained in the log will also be deleted.
5.2.1.3.4 Suspend log

NMS can suspend a specified log in OMC by modifying the administrative state of the log from ‘unlocked’ to ‘locked’. In case of success, the log will be out of service.

5.2.1.3.5 Resume log

NMS can resume a suspended log in OMC by modifying the administrative state of the log from ‘locked’ to ‘unlocked’. In case of success, the log will be in service again.

5.2.1.3.6 Modify LOG

NMS can modify the information of log, the following information can be modified


-- Filtering criteria for logging records.

5.2.1.3.7 Query LOG 

NMS can query LOG information as listed in below:



-- Filtering criteria for logging records;


-- Administrative state;

-- Operational state.

5.2.1.3.8 Delete log records

The log records store all kinds of detailed event information. NMS can send OMC the request to delete specified log records. The request parameters may include: 


-- Filtering criteria to specify the log records;


-- Time intervals during which the log records are to be deleted.

5.2.1.3.9 Query log records

NMS can send OMC the request to query the information stored in log records. The request parameters may include:


-- Filtering criteria to specify the log records;


-- Time intervals during which the log records are to be queried.

5.2.1.4 Security management function set

5.2.1.4.1 Use cases

Figure 8 shows the use cases of security management function set.
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Figure 8: Use Cases of Security Management Function Set

5.2.1.4.2 Open session

Before NMS starts to perform management functions, it should open a session with OMC to get the identifier and credential of the session, for the security consideration. The following parameters should be provided.

-- User name;


-- Credential of the session;


-- Timeout period.
5.2.1.4.3 Close session

When NMS finishes all the activities in an opened session, it should close the session explicitly. The parameters of the request include:


-- Session identifier;


-- Credential of the session.

5.2.1.4.4 Automatically close session when timeout

When OMC finds that a session has been idle for a pre-defined timeout period, it will automatically close the session and release all the resources related to the session. When closed, the session identifier and the corresponding credential will be invalid.

5.2.1.5 Communication surveillance function set

Communication surveillance function is used to monitor the state of communication network between managing system and managed system, and it is realized by heartbeat service.

5.2.1.5.1 Use cases

Figure 9 shows the use cases of communication surveillance function set.
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Figure 9: Use Cases of Communication Surveillance Function Set
5.2.1.5.2 Query heartbeat service information

NMS can query information of heartbeat service, including:


-- System label of OMC;


-- Reporting period of heartbeat notifications.

5.2.1.5.3 Modify heartbeat service information

The following information can be modified by NMS:


-- System label of OMC;


-- Report period of heartbeat notifications.

5.2.1.5.4 Report heartbeat notification

OMC will periodically emit heartbeat notifications to NMS according to the specified period. This function uses the “notification report function” in “notification management function set” section.

5.2.1.6 Bulk data transfer function set

5.2.1.6.1 Use cases

Figure 10 shows the use cases of bulk data transfer function set.
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Figure 10: Use Cases of Bulk Data Transfer Function Set

5.2.1.6.2 Request file preparation

NMS sends bulk data file preparation request (requestTransferUp) to OMC, and OMC will start to prepare the corresponding bulk data files. When OMC has finished the preparation, it will emit a bulk data file ready notification (transferUpReady) to NMS. If error occurs during the file preparation, OMC will emit a bulk data file preparation error notification (bulkTransferError) to NMS.

5.2.1.6.3 Get file

After receiving the bulk data file ready notification (transferUpReady), NMS can get data files from OMC according to the file information provided in the notification. OMC should support FTP transfer method at least.

5.2.1.6.4 Get file ACK

After NMS get the bulk data files through FTP from OMC, it will send get file ACK information (transferUpReceived) to OMC. After receiving the ACK information, OMC can handler the files locally.

5.2.1.6.5 Report notification

OMC will emit a bulk data file ready notification (transferUpReady) to NMS if OMC has finished data collection, or a bulk data transfer preparation error notification (bulkTransferError) to NMS if error occurs during OMC preparing the file. This function uses the “notification report function” in “notification management function set” section.
5.2.2 Generic configuration management function set

5.2.2.1 Use cases

Figure 11 shows the use cases of generic configuration management function set.
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Figure 11: Use Cases of Generic Configuration Management Function Set
5.2.2.2 Create managed object

NMS can send OMC a request to create a managed object in OMC. OMC will perform the managed object creation operation according to the parameters of the request. In case of success, an object creation notification will be emitted to NMS. The following parameters should be included in the request:

-- Identifier for the object to be created;

-- Initial values of the attributes for MO creation.

5.2.2.3 Delete managed object

NMS can send OMC a request to delete a managed object instance existed in OMC. OMC will try to delete this MO and the objects that it contains. In case of success, the specified MO instance and all the MOs it contains will be deleted, and an object deletion notification specifying the base MO of the deleted sub-tree shall be emitted to NMS. The following parameters should be included in the request:

-- Identifier of the object to be deleted.

5.2.2.4 Query attributes of managed object

NMS can send OMC a request to query the attribute information of a managed object in OMC. OMC will return response with the attribute values of the specified MO to NMS. The following parameters should be included in the request:

-- Identifier for the object to be queried;

-- A list of attribute names to be queried.

5.2.2.5 Modify attributes of managed object

NMS can send OMC a request to modify the attribute values of a managed object. OMC will perform the modification locally. In case of success, an attribute value change or state change notification will be emitted to NMS. The following parameters should be included in the request:

-- Identifier for the object to be modified;

-- A list of name-value pair composed of the attribute name to be modified and its new value.

5.2.2.6 Query object containment information

NMS can send OMC a request to query the containment information of the specified managed object in OMC. OMC will collect the information according to the scope, depth and base MO specified in the request, and return the object containment information in a response. The following parameters should be included in the request:

-- Identifier for the base object to be queried;

-- Scope of the sub-tree to be queried;

-- Depth of the scope. (optional).

5.2.2.7 Configuration information synchronization

This function can be classified into two categories: one is that NMS queries the configuration notification information of a time interval in OMC; the other is that NMS queries all the configuration information of a specified sub-tree in OMC.

In the first case, the function is implemented through the “event synchronization function” in “notification management function set” section, and the transfer of the result files is implemented through “bulk data transfer function”.

In the second case, the function is implemented through the “bulk data transfer function”, NMS may specified the base MO of a sub-tree in OMC with required scope and depth. OMC will prepare all the specified MOs information into files. And NMS may use FTP to get the result files.
5.2.3 Generic performance management function set

5.2.3.1 Use Cases

Figure 12 shows the use cases of generic performance management function set.
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Figure 12: Use Cases of Generic Performance Management Function Set

5.2.3.2 Measurement job management function set

5.2.3.2.1 Use cases

Measurement job is to collect specific performance data of specified managed resources. To fulfill the job, OMC periodically queries and acquires the performance data from physical equipments or logical functions, and then stores them. Figure 13 shows the use cases of measurement job management function set.
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Figure 13: Use Cases of Measurement Job Management Function Set

5.2.3.2.2 Create measurement job

NMS can send OMC a request to create a measurement job. Then OMC will start to collect specified performance data. The following parameters are included in the request:

-- Identifier for the object to be measured or criteria for the objects to be measured;

-- Identifier of this measurement job;

-- Start time of measurement (optional; default means starting measurement immediately);

-- Stop time of measurement (optional; default means measurement never stops);

-- Granularity period of measurement (15 minutes or 24 hours);

-- Performance parameters to be measured (optional; default means measuring all items);

-- History data retention (optional).

5.2.3.2.3 Delete measurement job

NMS can send OMC the request to delete a measurement job. Then OMC will not measure the performance data of the specified object any more. The following parameters are included in the request:


-- Identifier of the measurement job.

5.2.3.2.4 Suspend measurement job

NMS can suspend a measurement job by modifying the administrative state of the measurement job from ‘unlocked’ to ‘locked’. In case of success, OMC will not measure the performance data any more until it is resumed. The following parameters are included in the request:


-- Identifier of the measurement job;
-- New value of administrative state.
5.2.3.2.5 Resume measurement job

NMS can resume a measurement job by modifying the administrative state of the measurement job from ‘locked’ to ‘unlocked’. In case of success, OMC will continue to measure the performance data according to the start time and stop time. The following parameters are included in the request:


-- Identifier of the measurement job;
-- New value of administrative state.
5.2.3.2.6 Modify measurement job

NMS can modify some parameters of a measurement job in OMC. In case of success, OMC will measure the data according to the modified parameters when resumed. The following parameters can be modified:

-- Start time of the measurement job;

-- Stop time of the measurement job;

-- Granularity period of measurement;

-- History data retention.

5.2.3.2.7 Query measurement job

NMS can query measurement job information as listed below: 

-- Identifier for the object to be measured or criteria for the objects to be measured


-- Start time of the measurement job;

-- Stop time of the measurement job;

-- Granularity period of measurement;

-- Performance parameters to be measured;

-- History data retention.

5.2.3.3 Measurement data report job management function set

5.2.3.3.1 Use cases

Measurement data report management function is to control the reporting of measured performance data. If set appropriately, OMC may organize the original data and report them according to the settings. Figure 14 shows the use cases of measurement data report job management function set.
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Figure 14 : Use Cases of Measurement Data Report Management Function Set

5.2.3.3.2 Create measurement data report job
NMS can create a measurement data report job in OMC, and the following parameters are included:

-- Identifier for the measurement job or criteria for more measurement jobs;
-- Identifier for the measurement data report job;

-- Start time (optional; default means starting to report immediately);

-- Stop time (optional; default means reporting never stops);

-- Reporting granularity period.

When it reaches the reporting granularity period, OMC will send NMS a bulk data file ready (transferUpReady) notification, notifying NMS that the performance data of this period is ready, and NMS can get them at any time.
5.2.3.3.3 Delete measurement data report job

NMS can delete a measurement data report job. In case of success, OMC will not report the corresponding performance data any more. The following parameters should be included in the request:

-- Identifier for the measurement data report job.
5.2.3.3.4 Suspend measurement data report job

NMS can suspend a measurement data report job. In case of success, OMC will stop reporting the corresponding measurement data until it is resumed. The following parameters should be included in the request:
-- Identifier for the measurement data report job;

-- New value of administrative state of this report job.
5.2.3.3.5 Resume measurement data report job

NMS can resume a suspended measurement data report job. In case of success, OMC will continue to report the corresponding measurement data. The following parameters should be included in the request:

-- Identifier for the measurement data report job;

-- New value of administrative state of this report job.
5.2.3.3.6 Query data report job

NMS can query the information of data report job. The following parameters can be queried.

-- Identifier for the measurement job or criteria for more measurement jobs;
-- Start time of report;

-- Stop time of report;

-- Reporting granularity period.

5.2.3.4 Threshold management function set

5.2.3.4.1 Use cases

Figure 15 shows the use cases of threshold management function set.

[image: image15.wmf]Create threshold data

Delete threshold data

Query/modify threshold data

Assign threshold data

NMS

OMC

Threshold management FS

<<include>>

<<include>>

<<include>>

<<include>>


Figure 15: Use Cases of Threshold Management Function Set

5.2.3.4.2 Create threshold data

NMS can create a threshold data in OMC. When the performance data measured by OMC is beyond the criteria defined in the threshold data, the corresponding measurement job (or measured object) will emit a corresponding QoS alarm. The following parameters are included in the request:

-- Threshold data identifier;

-- A list of monitored attribute identifier, corresponding threshold value, and alarm severity (optional).

5.2.3.4.3 Delete threshold data

NMS can delete one or more threshold data in OMC. The following parameters should be specified:

-- Identifier of threshold data or criteria to determine threshold data.

5.2.3.4.4 Modify threshold data

NMS can modify the parameters of a threshold data. The following parameters are included in the request:

-- Identifier threshold data;

-- A list of the attribute name to be modified (added or deleted), the corresponding threshold value, and the corresponding alarm severity.

5.2.3.4.5 Query threshold data 

NMS can query the information of threshold data. The whole or part of the following information can be queried:

-- Identifier of the threshold data;

-- A list of attribute identifier, corresponding threshold value, and the corresponding alarm severity.

5.2.3.4.6 Assign threshold data

When a threshold data is successfully created, it doesn’t work until it has been associated with some specific measurement job. One measurement job can be associated with more than one threshold data. Through this function, the association between a measurement job and threshold data can be added or dropped. When any threshold data is exceeded, the associated measurement job will trigger a QoS alarm to NMS. The following parameters are included in the request:

-- Identifier of the threshold data;

-- Identifier of the measurement job to be associated with the threshold data or the criteria to determine the measurement jobs.

5.2.3.4.7 



5.2.3.5 Query history measurement data

NMS can query history performance measurement data in OMC. In case of success, OMC will reply with the history performance measurement data according to the request. There are two ways to return the result: one is to send the history data in the reply of the request; the other is to report the history data through bulk data transfer mechanism. The following parameters are included in the request:

-- Identifier of the measured object, or criteria to determine measured objects 

-- Identifier of the measurement job

-- Time interval of the history data to be queried (or the number of the history data to be queried. This parameter is optional and default means to obtain all of the history data stored in the measurement job.)

5.2.4 Generic fault management function set

5.2.4.1 Use cases

Figure 16 shows the use cases of generic fault management function set.
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Figure 16: Use Cases of Generic Fault Management Function Set

5.2.4.2 Configure alarm filtering criteria
This function is implemented through configuring EFD. Whether an alarm type will be reported to NMS or not is determined by the filtering criteria of EFD. For detailed function descriptions, please refer to “notification management function” in “common management function set” section.

5.2.4.3 Alarm report

This function is implemented through the notification report function. For detailed function descriptions, please refer to “notification report function” in “common management function set” section.

5.2.4.4 Alarm Synchronization

This function can be classified into two types: one is that NMS queries the alarm information of a time interval in OMC; the other is that NMS queries all the currently active alarms in OMC.

For the first type, the function is implemented through the “event synchronization function” in “notification management function set”, and the transfer of the result files is through “bulk data transfer function”.

For the second type，the function is implemented through the “bulk data transfer function” or “current alarm summary report function”. The “current alarm summary report function” is used for NMS to get all the currently active alarms information in OMC. And OMC will send all the information to NMS through one or more current alarm summary notifications. The reported information is the same as alarm reports, except that the alarms are organized per managed object.

5.2.4.5 Configure log filtering criteria

This function is implemented through the log management function. By configuring the log filtering criteria, the required alarm information will be recorded as log records. For detailed function descriptions, please refer to “log management function” in “common management function set” section. 

5.2.4.6 Cancel log filtering criteria

This function is implemented through the log management function. By canceling the log filtering criteria, the corresponding alarm information will not be recorded in log any more. For detailed function description, please refer to “log management function” in “common management function set” section.

5.2.4.7 Query alarm records

This function is implemented through the log management function. The corresponding alarm information can be obtained from the log records. For detailed function descriptions, please refer to “log management function” in “common management function set” section.

5.2.4.8 Delete alarm records

This function is implemented through the log management function. NMS can delete the alarm log records in which it is not interested. For detailed function descriptions, please refer to “log management function” in “common management function set” section.
5.3 Interface Analysis

5.3.1 Interface analysis of common management function set
5.3.1.1 Interface analysis of notification management function

5.3.1.1.1 Create EFD

BEHAVIOUR:
NMS can create an EFD through this operation.

INPUT PARAMETER:

-- Identifier of EFD;
-- Forwarding destinations;
-- Administrative state;
-- Filtering criteria.

RESULT:

Success or failure.

PRE_CONDITION:

Specified EFD does not exist in OMC.

POST_CONDITION:

In case of success, OMC emits “objectCreation” notification to NMS, and the created EFD begins to work.

In case of failure, OMC returns the failure response, and the possible causes include:

-- Specified EFD has existed in OMC;
-- Invalid attributes;
-- Missing mandatory attributes;
-- OMC processing error;
-- Communications failure.

5.3.1.1.2 Delete EFD

BEHAVIOUR:

NMS can delete an EFD through this operation.

INPUT PARAMETER:
-- Identifier of EFD.

RESULT:
Success or failure.
PRE_CONDITION:
Specified EFD exists in OMC..

POST_CONDITION:
In case of success, OMC emits “objectDeletion” notification to NMS.

In case of failure, OMC returns the failure response, and the possible causes include:

-- EFD does not exist in OMC;
-- OMC processing error;
-- Communication failure.

5.3.1.1.3 Suspend EFD

BEHAVIOUR:
NMS can suspend an EFD by modifying the administrativeState from ‘unlocked’ to ‘locked’. The suspended EFD will not forward any notification until it is resumed.
INPUT PARAMETER:

-- Identifier of the EFD to be suspended

-- AdministrativeState with value of “locked”
RESULT:
Success or failure.
PRE_CONDITION:
The specified EFD exists and the administrativeState is ‘unlocked’.

POST_CONDITION:
In case of success, the EFD doesn’t work until it is resumed.

In case of failure, OMC returns the failure response, and the possible causes include:

-- Specified EFD does not exist;
-- Specified EFD has been suspended;
-- OMC processing error;
-- Communication failure.

5.3.1.1.4 Resume EFD

BEHAVIOUR:
NMS can resume a suspended EFD by modifying the administrativeState from ‘locked’ to ‘unlocked’. Once the EFD is resumed, it begins to work according to the filtering criteria.

INPUT PARAMETER: 


-- Identifier of the EFD to be resumed;

-- AdministrativeState with the value of “unlocked”.

RESULT:
Success or failure.
PRE_CONDITION:

The specified EFD exists and the administrativeState is ‘locked’.

POST_CONDITION:

In case of success, the EFD continues to work.
In case of failure, OMC returns the failure response, and the possible causes include:

-- Specified EFD does not exist;
-- Specified EFD has been resumed;
-- OMC processing error;
-- Communication failure.

5.3.1.1.5 Query EFD

BEHAVIOUR:
NMS can query the information of an EFD through this operation. The following attributes can be queried:

-- AdministrativeState;
-- OperationalState;
-- Filtering criteria;
-- Forwarding destinations.

INPUT PARAMETER:
-- A list of attribute names to be queried. 

RESULT: 

A list of attribute values to be queried.

PRE_CONDITION:
The Specified EFD exists in OMC, and the queried attribute exists in the EFD.

POST_CONDITION:
In case of success, OMC returns the corresponding attribute values to be queried.

In case of failure, OMC returns the failure response, and the possible causes include:

-- Specified EFD does not exist;
   


-- Invalid attribute;
   


-- OMC processing error;
   


-- Communication failure.

5.3.1.1.6 Modify EFD

BEHAVIOUR:
NMS can modify the information of EFD. The following information can be modified:

-- Filtering criteria;
-- Forwarding destinations.

INPUT PARAMETER:
-- A list of pairs composed of attribute name and new value to be modified

RESULT:
Success or failure.
PRE_CONDITION:
The specified EFD exists in OMC and the specified attributes can be modified.

POST_CONDITION:
In case of success, the EFD will work according to new criteria and new destinations.

In case of failure, the OMC returns the failure response, and the possible causes include:

  


-- EFD does not exist OMC;
  


-- Specified attributes do not exist;
  


-- Specified attributes cannot be modified;
  


-- OMC processing error; 

  


-- Communication failure.

5.3.1.1.7 Notification report management function

The notifications are classified into four categories:

(1) Notifications related to configuration management:

-- objectCreation notification;
-- objectDeletion notification;
-- attributeValueChange notification;
-- stateChange notification;
-- requestCMSynchronization notification.
(2) Notifications related to fault management:

-- equipmentAlarm notification;
-- environmentAlarm notification;
-- communicationsAlarm notification;
-- processingErrorAlarm notification;
-- qualityOfServiceAlarm notification.

(3) Notifications related to bulk data transfer control:

-- Bulk data transfer ready (transferUpReady) notification;
-- Bulk data transfer preparation error (bulkTransferError) notification. 
(4) Notifications related to heartbeat service
-- Heartbeat notification

5.3.1.1.7.1 Notifications related to configuration management functions

Table 2: Parameters of objectCreation notification

	Name
	Comments

	Source
	Mandatory. Object instance identifier.

	SourceClass
	Mandatory. Object class name. 

	EventTime
	Mandatory. Occurrence time of the event.

	NotificationIdentifier
	Optional. Notification identifier.

	CorrelatedNotifications
	Optional. Correlated notifications list.

	AdditionalText
	Optional. Textual description.

	AdditionalInfo
	Optional. Additional information about the event.

	SourceIndicator
	Optional. The source that causes the notification, such as managed object, managing system or unknown.

	AttributeList
	Mandatory. Attribute list of the created object instance.


Table 3: Parameters of objectDeletion notification

	Name 
	Comments

	Source
	Mandatory. Object instance identifier.

	SourceClass
	Mandatory. Object class name.

	EventTime
	Mandatory. Occurrence time of the event.

	NotificationIdentifier
	Optional. Notification identifier.

	CorrelatedNotifications
	Optional. Correlated notifications list.

	AdditionalText
	Optional. Textual description.

	AdditionalInfo
	Optional. Additional information about the event.

	SourceIndicator
	Optional. The source that causes the notification, such as managed object, managing system or unknown.


Table 4: Parameters of attributeValueChange notification

	Name 
	Comments

	Source
	Mandatory. Object instance identifier.

	SourceClass
	Mandatory. Object class name.

	EventTime
	Mandatory. Occurrence time of the event.

	NotificationIdentifier
	Optional (mandatory for CORBA-based interface solution). Notification identifier

	CorrelatedNotifications
	Optional. Correlated notifications list.

	AdditionalText
	Optional. Textual description. 

	AdditionalInfo
	Optional. Additional information about the alarm.

	SourceIndicator
	Optional. The source that causes the notification, such as managed object, managing system or unknown.

	AttributeIdentifierList
	Optional. Modified attribute name list. 

	AttributeValueChangeDefinition (Set)
	AttributeId
	Mandatory. Attribute identifier. 

	
	OldAttributeValue
	Optional. The original attribute value. 

	
	newAttributeValue
	Mandatory. The new attribute value. 


Table 5: Parameters of stateChange notification

	Name 
	Comments

	Source
	Mandatory. Object instance identifier.

	SourceClass
	Mandatory. Object class name. 

	EventTime
	Mandatory. Occurrence time of the event.

	NotificationIdentifier
	Optional. Notification identifier. 

	CorrelatedNotifications
	Optional. Correlated notification list.

	AdditionalText
	Optional. Textual description. 

	AdditionalInfo
	Optional. Additional information about the alarm. 

	SourceIndicator
	Optional. The source that causes the notification, such as managed object, managing system or unknown.

	StateChangesDefinition (Set)
	AttributeId
	Mandatory. State attribute identifier. 

	
	OldAttributeValue
	Optional. The original state attribute value. 

	
	newAttributeValue
	Mandatory. The new state attribute value. 


Table 6: Parameters of requestCMSynchronization notification
	Name 
	Comments

	Source
	Optional (Mandatory in CMIP solution).

Object instance identifier which sends this notification. 

	SystemName
	Optional (Mandatory in CORBA solution). System label.

	EventTime
	Mandatory. Occurrence time of the event.

	BaseMOInstance
	Mandatory. Base managed object instance of the sub-tree to be synchronized by NMS.


5.3.1.1.7.2 Notifications related to fault management functions

Table 7: Parameters of equipmentAlarm notification

	Name
	Comments

	Source
	Mandatory. Object instance identifier.

	SourceClass
	Mandatory. Object class name.

	EventTime
	Mandatory. Occurrence time of the alarm.

	NotificationIdentifier
	Optional. Notification identifier. 

	CorrelatedNotifications
	Optional. Correlated notifications list. 

	AdditionalText
	Optional. Textual description.

	AdditionalInfo
	Optional. Additional information about the alarm.

	ProbableCause
	Mandatory. The probable cause of the alarm. 

	SpecificProblems
	Optional. The specific cause of the alarm (more detail than probableCause).

	PerceivedSeverity
	Mandatory. The severity of the alarm.

	BackedUpStatus
	Optional. The back up status of the equipment. 

	BackUpObject
	Optional. The back up object for the fault equipment. 

	TrendIndication
	Optional. Trend indication of the alarm. 

	ThresholdInfo
	Optional. Related threshold data. 

	StateChangeDefinition
	Optional. State change information. 

	MonitoredAttributes
	Optional. The monitored attribute list.

	ProposedRepairActions
	Optional. Proposed repair action. 

	AlarmEffectOnService
	Optional. Whether the alarm effects on services or not.

	AlarmingResumed
	Optional. Whether the alarm is resumed or not.

	SuspectObjectList
	Optional. The probable object list that cause the alarm. 


Table 8: Parameters of environmentAlarm notification 

The same as defined in table 7.
Table 9: Parameters of communicationsAlarm notification 

The same as defined in table 7.
Table 10: Parameters of processingFailure notification 

The smae as defined in table 7.
Table 11: Parameters of QoS alarm notification 

The same as defined in Table 7.
5.3.1.1.7.3 Notifications related to common management function
Table 12: Parameters of transferUpReady notification 

	Name 
	Comments

	TransferId
	Mandatory. Transfer identifier.

	relatedFileInfoList（list of the structure）
	FileDirectory
	Mandatory. 

Transferred file information.
	Directory of the file.

	
	FileName
	
	File name.

	
	FileSize
	
	File size.

	
	FileCompression
	
	Compression mode of the file. Null means no compression used.

	
	CreationTime
	
	Creation time of the file.

	
	DeletionTime
	
	Scheduled deletion time of the file. (Null means uncertain, but the file can not be deleted until NMS acknowledges it)

	IPAddr
	Mandatory. The IP address of the host machine where the files are located.

	UserName
	Mandatory. The user name to be used inFTP.

	Password
	Mandatory. The password to be used in FTP.


Table 13: Parameters of bulkTransferError notification
	Name 
	Comments

	TransferId
	Mandatory. Transfer identifier.

	ProbableCause
	Mandatory. Probable cause of the bulk data preparation error.

	PerceivedSeverity
	Mandatory. Severity of the error (MAJOR, MINOR, or WARNING).

	AdditionalText
	Mandatory. More detailed information about the alarm.


Table 14: Parameters of heartbeat notification

	Name 
	Comments

	SystemLabel
	Mandatory. System identifier provided by user. NMS can set the system label for different vendors in heartbeat service to distinguish them. 

	ChannelId
	(Used only in CORBA-based solution.) EvnetChannel unique identifier. It identifies the channel through which the heartbeat notification is emitted.

	Period
	Mandatory. Report period of the heartbeat service.

	TimeStamp
	Mandatory. Time stamp, Occurrence time of the notification.


5.3.1.1.8 Event buffering function

OMC should have an event buffering mechanism to avoid lost of events which may be caused by the abnormal conditions happens between NEs and OMC. This mechanism makes the OMC store these events when the speed of events coming from NE to OMC is faster than that of events forwarded from OMC to NMS. The event buffering mechanism is invisible to NMS, therefore, is not controlled and managed by NMS.

When communication between NMS and OMC fails for a short time, the event buffering mechanism can effectively avoid lost of events. During this period, all of the event notifications should be buffered (within the allowed buffer size). All of the buffered notifications should be sent to NMS in their original order if the communication recovers.

The implementation of buffering mechanism is OMC specific. OMC can buffer events in memories, files or database. When buffer overflows, OMC should send an alarm notification indicating that there are events lost, and NMS should synchronize events.

If the OMC buffer is about to overflow, the managed object instance named OmcFunction should emit a buffer overflow alarm and record it in buffer. The parameter ‘eventType’ of notification is ‘processingError’, the parameter ‘ProbableCause’ is ‘Storage Capacity Problem’, and the parameter ‘AdditionalText’ is ‘buffer overflow’. All of the notifications will not be buffered if the OMC buffer is full. All of the buffered notification should be sent to NMS if the communication between NMS and OMC recovers.

5.3.1.1.9 Event Synchronization function

As described above, OMC should support local event buffering function. In this way, all the notifications except ‘heartbeat notification’, i.e. alarm notification, stateChange notification, objectCreation notification, objectDeletion notification, can be buffered when the communication between NMS and OMC fails. 

When NMS received the buffer overflow notification, it knows that there are events lost during the communication failure. NMS should synchronize the events if needed. NMS can use the “bulk data transfer function”, which will be described in later section, to synchronize the lost events.
5.3.1.2 Interface analysis of log management 
5.3.1.2.1 Create log

BEHAVIOUR:
NMS can create a log through this operation.

INPUT PARAMETER: 

-- Log identifier;
-- Administrative state;
-- Filtering criteria of logging records.
RESULT:
Success or failure.
PRE_CONDITION:
The specified log does not exist.

POST_CONDITION:
In case of success, OMC emits “objectCreation” notification to NMS, and the created log begins to work.

In case of failure, OMC returns the failure response, and the possible causes include:

-- Specified log exists in OMC;
-- Invalid attributes;
-- Missing mandatory attributes;
-- OMC processing error;
-- Communication failure.

5.3.1.2.2 Delete log

BEHAVIOUR:
NMS can delete a log through this operation.
INPUT PARAMETER:
-- Log identifier.

RESULT:
Success or failure.
PRE_CONDITION:
The specified log exists in OMC.
POST_CONDITION:
In case of success, OMC emits “objectDeletion” notification to NMS, and the log does not work any more.

In case of failure, OMC returns the failure response, and the possible causes include:

-- Specified log does not exist in OMC;
-- OMC processing error;
-- Communication failure.

5.3.1.2.3 Suspend log

BEHAVIOUR:
NMS can suspend an active log by modifying the administrativeState from ‘unlocked’ to ‘locked’. The suspended log will not work until it is resumed.
INPUT PARAMETER:
-- Log identifier;

-- AdministrativeState with the value of “locked”.

RESULT: 

Success or failure.
PRE_CONDITION:
The specified log exists in OMC and the administrativeState is ‘unlocked’.

POST_CONDITION:
In case of success, the log will not work until it is resumed.

In case of failure, OMC returns the failure response, and the possible causes include:

-- Specified log does not exist in OMC;
-- Specified log has been suspended;
-- OMC processing error;
-- Communication failure.

5.3.1.2.4 Resume log

BEHAVIOUR:
NMS can resume a suspended log by modifying the administrativeState from ‘locked’ to ‘unlocked’. Once the log is resumed, it continues to  work.

INPUT PARAMETER:
-- Log identifier;

-- AdministrativeState with the value of “unlocked”.

RESULT: 

Success or failure.
PRE_CONDITION:
The specified log exists in OMC, and the administrativeState is ‘locked’.

POST_CONDITION:
In case of success, the log continues to work according to its filtering criteria.

In case of failure, OMC returns the failure response, and the possible causes include:

-- Specified log does not exist;
-- Specified log has been resumed;
-- OMC processing error;
-- Communication failure.

5.3.1.2.5 Query log

BEHAVIOUR:
NMS can query the information of a log through this operation. The following attributes can be queried:

-- Filtering criteria of logging records.

-- AdministrativeState.

-- OperationalState.

INPUT PARAMETER:
-- Log identifier;

-- A list of attribute names to be queried.

RESULT:
The list of attribute values to be queried: 

PRE_CONDITION:
The specified log exists in OMC, and the specified attributes exist in the log.

POST_CONDITION:
If succeed, the OMC returns the specific attribute values.

In case of failure, the OMC returns a failure response, and the possible causes include:

-- Specified log does not exist in OMC;
-- Specified attributes do not exist;
-- OMC processing error;
-- Communications failure.

5.3.1.2.6 Modify log

BEHAVIOUR:
NMS can modify some information of a log though this operation. The following attributes can be modified

-- Filtering criteria of logging records;
INPUT PARAMETER:
-- Log identifier;
-- New value of filtering criteria of logging.

RESULT: 

Success or failure.
PRE_CONDITION:
The specified log exists in OMC, and the specified attributes can be modified.
POST_CONDITION:
In case of success, the log will start to work according to new filtering criteria.

In case of failure, the OMC returns a failure response and the possible causes include:

-- Specified log does not exist;
-- Invalid attributes;
-- Specific attributes cannot be modified;
-- OMC processing error;
-- Communication failure.

5.3.1.2.7 Query log records
BEHAVIOUR:
In this specification, all the notifications except ‘heartbeat’ and ‘bulkTransferError’ can be recorded in log. And NMS can use filtering criteria to query the required log records.
INPUT PARAMETER:
-- Filtering criteria of querying log records.

RESULT:
A list of queried log records.

PRE_CONDITION:
The specified log records exist in OMC.

POST_CONDITION:
In case of success, OMC returns corresponding log records.

In case of failure, OMC returns a failure response and the possible causes include:

-- Specified log records do not exist;
-- OMC processing error; 

-- Communication failure.

5.3.1.2.8 Delete log records
BEHAVIOUR:
NMS can use filtering criteria to delete one or more log records through this operation. 

INPUT PARAMETER:
-- Filtering criteria of deleting log records;
-- Time interval of log records.

RESULT:
Success or failure.
PRE_CONDITION:
The specified log records exist in OMC.

POST_CONDITION:
In case of success, OMC deletes the corresponding log records.

In case of failure, OMC returns a failure response and the possible causes include:

-- Specified log records don’t exist;
-- OMC processing error;
-- Communication failure.

5.3.1.3 Interface analysis of bulk data transfer control function

When the data volume is large, CORBA bus is not an efficient way to transfer. Thus an alternative efficient method should be adopted. This function set involves configuration management, fault management, performance management. The functions include:

-- Request file preparation function;
-- Get data files function;
-- ACK File transfer up function;
-- Notification reporting function.

5.3.1.3.1 Object class description

The bulk data transfer control mechanism is implemented by ‘cTelSimpleFileTransferControl’ object class.. It provides two operations, which are ‘requestTransferUp’ and ‘transferUpReceived’, and may send two notifications, which are ‘transferUpReady’ and ‘bulkTransferError’. Figure 17 shows the class diagram of ‘cTelSimpleFileTransferControl’, and the corresponding function descriptions are given below.
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Figure 17: Class Diagram of cTelSimpleFileTransferControl

5.3.1.3.2 RequestTransferUp

BEHAVIOUR:
NMS can request OMC to prepare a file transfer task. If OMC finishes the file preparation, it will send a ‘transferUpReady’ notification to notify NMS that it can get file now. Otherwise OMC will send a ‘bulkTransferError’ notification.

INPUT PARAMETER:
-- File type (mandatory). It identifies type of the task, which can be event synchronization, performance measurement data, configuration synchronization, and currently active alarms, and log records;
-- Object identifier list (optional). It contains the object list to be handled;
-- Attribute name list (optional). It contains the list of attribute names to be queried;
-- Filtering criteria (optional). It identifies filtering criteria for queried data.

RESULT:
-- File transfer identifier(positive integer): It is used for NMS to distinguish the files in different job when transferred..

PRE_CONDITION:
-- All of the objects to be handled exist (if object list parameter exists);
-- The attributes to be queried are valid (if attribute list parameter exists);
-- The filtering criteria is valid (if the object filtering condition exists).

POST_CONDITION:
If PRE_CONDITION is not true, OMC should return an error response, and the file preparation will be stopped.

If the file preparation can be executed, the file transfer identifier should be returned.

If the file preparation is ready, the ‘transferUpReady’ notification should be emitted to NMS.

If the file preparation fails, the ‘bulkTransferError’ notification should be emitted to NMS with the alarm severity and probable cause in the notification;.

5.3.1.3.3 Get data files function

BEHAVIOUR:
NMS can get data files from OMC according to file information contained in the ‘transferUpReady’ notification. FTP service should be supported by OMC.

INPUT PARAMETER:
None.

RESULT:

None.

PRE_CONDITION: 

-- NMS receives a ‘transferUpReady’ notification from OMC.

POST_CONDITION:
After NMS received all the files of a transfer task, it should send ‘transferUpReceived’ indication to OMC.

5.3.1.3.4 TransferUpReceived

BEHAVIOUR:
NMS should notify OMC when the file transfer is completed. OMC can then handle these files afterward (For example, it may record these files on tapes or delete them, which is out of the scope of this specification).

INPUT PARAMETER:
-- File transfer identifier (positive integer).

-- A list of received files information.

RESULT:
None. 

PRE_CONDITION:
-- NMS has already obtained all of the file, or

-- NMS obtains the files with some errors that cannot be correctly decoded because of missing part of files or file format error.

POST_CONDITION:
-- OMC can handler the correctly confirmed files after it receives this indication.
-- OMC should check those files without confirming, and send another ‘transferUpReady’ notification, which includes the unconfirmed files information.

5.3.1.3.5 Notification report function

The ‘notification report function’ of ‘common management function’ is used in file transfer control. Two notifications are involved:

-- TransferUpReady notification.

There are two cases to report this notification. When NMS sends ‘requestTransferUp’ to OMC, and OMC has prepared the corresponding files, OMC will emit this notification. The other case is that OMC automatically emits this notification. For example, when it reaches the reporting period of a measurement data report job, OMC will automatically emits this notification. In this case, the transferId is of negative value.

-- BulkTransferError notification.

When error occurs during the file preparation, OMC should emit this notification to NMS, and the failure reason should be given.

5.3.1.3.6 Bulk data transfer control Scenarios
The scenarios of bulk data transfer control mechanism in normal case, abnormal case and automatically report case are showed in figure 18, figure 19 and figure 20 respectively.
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Figure 18: Sequence Diagram of Bulk Data Transfer in Normal Case
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Figure 19 : Sequence Diagram of Bulk Data Transfer in Abnormal Case
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Figure 20 : Sequence Diagram of Bulk Data Transfer in Automatically Report Case

5.3.1.3.7 File naming conventions and other restricts

To reduce the size of a single file, the data of one transfer task can be divided into several files. In order to let NMS distinguish these files and rebuild them correctly, a proper file naming conventions must be applied:
	File_name ::= <OMC_name> <separator1> <file_type> <separator2> <transferId> <separator2> <generation_time> (<separator2> <suffix>(


where:
<OMC_name>: 
It identifies the OMC that generates the file, in which the character ‘.’ and ‘_’ should not be included.
<separator1>:

The “separator1” is ‘_’.
<file_type>:
It identifies the type of file transferred. It can be “Event”, “PM”, “CM”, and “FM”, representing ‘event synchronization’, ‘performance data’, ‘configuration synchronization’, and ‘currently active alarms’ respectively.

<separator2>:

The “separator2” is ‘ .’.

<transferId>:
It is identifie of the transfer task, and when requested from NMS, it is the same as the transferId returned by ‘requestTransferUp’ operation (it may positive or negative integer).
<generation_time>:
The format of “generation_time” field is ‘MMDDYYYYHHmm[ss]’ where 4-digit YYYY stands for the year , 2-digit MM for the month, 2-digit DD for the day, 2-digit HH for the hour, 2-digit mm for the minute and 2-digit ss for the second. For example if a file generated at 8:00:25, Nov.10, 1998, the field will be ‘ 11101998080025’.
<suffix>:
When the size of a file is too large to be transferred, it should be divided into several files, and the “suffix” is used to identify the sequence of these files. For example, when a measurement job returns two files, then the first generated file should be “X.1” and the second one should be “X.2”. This field is not necessary if there is only one file.

FTP is adopted to transfer data files in this specification.

NMS and OMC can also negotiate which file compression mode is used, in this case the compression mode must be indicated in the file information. Default means that no compression is used and the parameter is set to null.
5.3.1.4 Communication Surveillance interface analysis

5.3.1.4.1 Overview of heartbeat service

The communication surveillance function is implemented by heartbeat service. OMC periodically sends a heartbeat notification to NMS indicating that it is running. NMS will determine that the communication is OK by periodically receiving heartbeat notifications from OMC. When NMS losses several heartbeat notifications, it will determine that the communication is broken. 
During the communication failure, heartbeat notifications are still emitted to NMS, but these notifications are discarded by OMC without being buffered or stored.

This service shall provide the following functions:

-- Query heartbeat service information.

-- Modify heartbeat service information.

-- Periodically report notification.

5.3.1.4.2 Class diagram of heartbeat service

Object class named ‘cTelHeartbeat’ with the attributes ‘systemLabel’ and ‘period’ denoting the identifier of OMC and report period respectively implements heartbeat service. Figure 21 shows the class diagram of ‘cTelHeartbeat’.
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Figure 21: Class Diagram of Heartbeat Service

5.3.1.4.3 Query heartbeat service information 

BEHAVIOUR:
This function is used by NMS to get information of heartbeat service. The following attribute can be queried:
-- System label;

-- Heartbeat period.
INPUT PARAMETER:
-- Identifier of cTelHeartbeat object;

-- A list of attribute names to be queried.

RESULT:
A list of attribute values to be queried.

PRE_CONDITION: 

The specified cTelHeartbeat object exists in OMC, and the queried attribute exists in cTelHeatbeat object.


POST_CONDITION:
None.

5.3.1.4.4 Modify heartbeat service information

BEHAVIOUR:
NMS can modify the information of heartbeat service. When the ‘systemLabel’ is modified, OMC should insert the new system label in later sent notifications. When the ‘period’ is modified, OMC should immediately emit a heartbeat notification to NMS with the new period, and send successive notifications according to the new period. If the value of ‘period’ is zero, OMC will not send heartbeat notifications any more after an immediately heartbeat notification until the value is modified.

INPUT PARAMETER:
-- Identifier of cTelHeartbeat object;

-- A list of attribute names to be modified and the corresponding new values.

RESULT

None. 

PRE_CONDITION: 

-- The specified cTelHeartbeat object exists in OMC,
-- The specified attribute exists and the new values are valid.

POST_CONDITION:
In case of success, OMC sends a success response to NMS.

In case of failure, OMC send a failure response to NMS, and the possible causes include:

-- The specified cTelHeartbeat object does not exist in OMC.

-- The specified attributes do not exist.

-- The specified period is too short.

5.3.1.4.5 Heartbeat notification report function 

Heartbeat service should send heartbeat notification according to the “period” attribute. This function uses the ‘notification report function’ of ‘common management function set’. Please refer to the corresponding section for details.

5.3.1.5 Interface analysis of security management
5.3.1.5.1 Open a session
BEHAVIOUR:
NMS can open a session with OMC to get the session identifier and credential through this operation. A session is used for NMS to create a one-to-one relationship to the specified OMC, and it is also used as the first method to carry out security check.
INPUT PARAMETER:
-- User name;
-- User password;
-- Timeout period.

RESULT:
-- Session identifier.

-- Credential.
PRE_CONDITIONS:

NMS should specify the parameters to open a session, and the use and password are valid
POST_CONDITIONS:
In case of success, OMC sends a success response to NMS, with session identifier and credential, which will be used in further invocations.

In case of failure, OMC sends a failure response to NMS, and the possible causes include:
-- The specific user name does not exist;
-- User password error;
-- Specified timeout period too long;
-- Maximum session number exceeded.
5.3.1.5.2 Close a session

BEHAVIOUR:
NMS can close an opened session with OMC though this operation. 
INPUT PARAMETER:
-- Session identifier.

-- Credential.
RESULT:
Success or failure.
PRE_CONDITIONS:
The specified session exists in OMC.

POST_CONDITIONS:
In case of success, OMC sends a success response to NMS, and the session is closed.

In case of failure, OMC sends a failure response to OMC, and the possible causes include:

-- The specified session does not exist in OMC.

-- Incorrect credential.

5.3.1.5.3 Automatically close of session when timeout

BEHAVIOUR:
When OMC finds that the session has been always idle for a timeout period, it will automatically close the session and release all the resources related to the session. After the successful closing of the timed-out session, the corresponding credential will be invalid at the same time.

5.3.2 Interface analysis of generic configuration management

5.3.2.1 Class description of generic configuration management

Generally speaking, configuration management is to manage the MOs. Each network entity that can be managed through this management interface is modelled as a managed object. As all definitions of MO are network resource dependent, they will not be described in this generic management framework and will be given in other documents.

In this specification, no specific managed object is introduced in generic configuration management domain. Except the basic functions that will be described below, the other main functions are implemented by “notification report function” and “log management function”. The object classes involved are EFD, log and log records. For details about the common functions mentioned above, please refer to the corresponding sections in this document.
5.3.2.2 Managed object management
5.3.2.2.1 Create a managed object
BEHAVIOUR:

NMS can create a managed object instance in OMC through this operation.
INPUT_PARAMETER:

-- Identifier of the MO to be created;

-- A list of attribute names and values for the creation of the MO.
RESULT:


Success or failure.

PRE_CONDITIONS:

-- Specified MO does not exist in OMC;
-- Specified attributes exist in the MO;

-- Specified attributes are valid.

POST_CONDITIONS:
In case of success, OMC should return success response, and emit an “ObjectCreation” notification to NMS.

In case of failure, OMC should return failure response to NMS, and the possible causes include:

-- Specified MO has already existed in OMC;

-- Specified attributes do not exist in the MO;

-- Invalid attribute values;

-- Missing mandatory attributes;

-- OMC processing error;

-- Communication failure.

5.3.2.2.2 Delete managed objects
BEHAVIOUR:

NMS can delete a managed object through this operation. When receiving this request, OMC will try to delete this MO and all the objects that it contains.
INPUT_PARAMETER:

-- Identifier of the MO to be deleted;

RESULT:

Success or failure.

PRE_CONDITIONS:
-- Specified MO exists in OMC;

-- Specified MO is allowed to be deleted;

-- All the objects contained in the specified MO are allowed to be deleted.

POST_CONDITIONS:

In case of success, OMC returns success response, and the specified MO and all objects it contains are deleted. OMC shall emit an “ObjectDeletion” notification to NMS.
In case of failure, OMC returns failure response, and the possible causes include:

-- Specified MO does not exist in OMC;

-- Specified MO is not allowed to be deleted;

-- Some objects contained in the specified MO are not allowed to be deleted;

-- OMC processing error;

-- Communication failure.

5.3.2.2.3 Modify a managed object
BEHAVIOUR:

NMS can modify the attribute values of a managed object through this operation. The attributes of MO that can be modified are resource dependent, and will not be described here.
INPUT_PARAMETER:

-- Identifier of the MO;

-- A list of name-value pairs, which is composed of the attribute name to be modified and the new value.

RESULT:


Success or failure.

PRE_CONDITIONS:
-- Specified MO exists in OMC;

-- Specified attributes can be modified;

-- Specified attribute values are valid.
POST_CONDITIONS:

In case of success, OMC returns success response, and emits an “AttributeValueChange” or “StateChange” notification to NMS.
In case of failure, OMC returns failure response to NMS, and the possible causes include:

-- Specified MO does not exist in OMC;

-- Specified attributes are not allowed to be modified;
-- Invalid attribute values;

-- OMC processing error;

-- Communication failure.

5.3.2.2.4 Query managed object
BEHAVIOUR:

NMS can query the attributes of a MO through this operation. The attributes of a MO that can be queried are resource dependent, and will not be described here.
INPUT_PARAMETER:

-- Identifier of the MO;

-- A list of attribute names to be queried.

RESULT:


A list of attribute values to be queried.

PRE_CONDITIONS:
The specified MO exists in OMC, and the specified attributes exist.

POST_CONDITIONS:

In case of success, OMC returns the queried attribute values in a response to NMS.

In case of failure, OMC returns failure response to NMS, and the possible causes include:

-- Specified MO does not exist in OMC;

-- Specified attributes do not exist in the MO;

-- OMC processing error;

-- Communication failure.

5.3.2.2.5 Query MO containment information
BEHAVIOUR:

NMS can query the containment information of a MO through this operation. The containment information includes a list of objects which are subordinate to the specified MO instance.
INPUT_PARAMETER:

-- Identifier of the MO;
-- Scope of the containment tree;
-- Depth of the containment tree. (optional, when scope is “IndividualLevel” or “BaseToNLevel”)
RESULT:

A list of objects information which are contained in the specified MO.

PRE_CONDITIONS:
-- Specified MO exists in OMC;

-- Specified scope and depth is valid.
POST_CONDITIONS:

In case of success, OMC returns containment information to NMS.

In case of failure, OMC returns failure response to NMS, and the possible causes include:

-- Specified MO does not exist in OMC;

-- Invalid scope;
-- OMC processing error;

-- Communication failure.

5.3.2.3 Configuration synchronization function

There are two cases of configuration synchronization function in this specification:

(1) retrieve configuration notifications within a time interval through “event synchronization function”
NMS can retrieve the required configuration notifications within a specified time interval, which are not sent to NMS for some reason. In this case, NMS can use the “requestTransferUp” operation of cTelSimpleTransferControl, in which the file type is filled with “eventFile”, time interval is filled with the startTime and stopTime, event type is filled with “ObjectCreation”, “ObjectDeletion”, “StateChange”, “AttributeValueChange”, or “RequestCMSynchronization”. After the collection of required CM notifications, OMC will store them in files, and send a “transferUpReady” notification to NMS. For detailed descriptions, please refer to “event synchronization function” in “bulk data transfer function” section;
(2) get all the configuration information of a sub-tree in OMC through “bulk data transfer function”
NMS can get all the configuration information of sub-tree in OMC. This are usually used when NMS connects to OMC for the first time, OMC restarts or has added some new NEs, or the communication between NMS and OMC has been broken a long time. In this case, NMS can also use the “requestTransferUp” operation of cTelSimpleTransferControl, with the file type filled with “CMFile”, and specifies the base MO of the sub-tree to be synchronized. Then OMC will organize all the required MOs with their attributes information into files, and emit a “transferUpReady” notification to NMS when the files are ready. For detailed descriptions, please refer to “bulk data transfer function” section.

5.3.3 Interface analysis of generic performance management
5.3.3.1 Class diagram of generic performance management model
Figure 22 shows the entity relationship of generic performance management model.
[image: image22.wmf]plmnSubne

twork

generalDataTra

nsferControl

cTelSimpleFileTr

ansfercontrol

cTelMeasurem

entScanner

managedElement

Function

<<xxx>>

HistoryData

<<xxx>>

CurrentData

<<xxx>>

thresholdData


Figure 22: Entity Relationship of Performance Management Model

In this model, managed object class ‘xxxCurrentData’ is responsible for the collection of each performance parameter, and is inherited from the currentData MOC defined in ITU-T Q.822. Each instance of xxxCurrentData periodically collects the required performance data from corresponding resources. The collection period is determined by the “granularityPeriod” attribute of the instance. When it reaches the collection period, OMC will create an xxxHistoryData object instance to record the measurement parameters in this period.
The bulk data transfer mechanism is used for the reporting of measurement result, which can be achieved in two ways: OMC may automatically and periodically report the measurement result to NMS, and NMS may also query the performance data explicitly. In this specification, the MOC cTelMeasurementScanner is defined as measurement data report job, which periodically collects performance data from xxxHistoryData instances and generates the corresponding performance data files. And the cTelSimpleFileTransferControl instance will be responsible for the transferring of measurement result files to NMS. This object will emit a “transferUpReady” notification to NMS when each reporting period is over. The detailed file transferring flow is shown in Figure 20. In addition, NMS may query specific type of measurement data (xxxHistoryData) in a specified time interval at any time if required. 

In this model, the MOC thresholdData is used for performance threshold monitoring, which may require the xxxCurrentData instance to emit QoS alarms. For detailed descriptions, please refer to the “fault management function set” section.

5.3.3.2 Performance data measurement

Performance data measurement is implemented by instances of xxxCurrentData MOC, which are subclasses of currentData. NMS can perform the following operations to xxxCurrentData.

5.3.3.2.1 Create measurement job

BEHAVIOUR:

When OMC is initialized, it should try its best to create the corresponding xxxCurrentData instances for each managed object that has performance data to be measured. For each measurement type of a certain managed object instance, OMC only needs to instantiate one xxxCurrentData object for data collection, and the default granularity period is 15 minutes. If for some reason OMC has not created the xxxCurrentData instance automatically, NMS can create the measurement job through this operation.
INPUT_PARAMETER:

-- Identifier of the object to be measured or filtering criteria for the objects to be measured;

-- Identifier of the measurement job;

-- Start time of measurement (optional; default means starting measurement immediately);

-- Stop time of measurement (optional; default means measurement never stops);

-- Granularity period of measurement (15 minutes or 24 hours);

-- Performance parameters to be measured (optional; default means to measure all the items);

-- The number of history retention (optional).

RESULT:


Success or failure.

PRE_CONDITIONS:

-- NMS should specify the parameters needed to create the measurement job, as listed in INPUT_PARAMETERS.
-- Specified measurement job does not exist in OMC;
-- Specified attributes are valid.
POST_CONDITIONS:
In case of success, OMC should return success response to NMS, and start to measure the performance data according to the start time of the measurement job.

In case of failure, OMC should return failure response to NMS, and the possible causes include:

-- Specified MOs do not exist in OMC;

-- Specified measurement job already exists; 

-- Invalid attributes;

-- Missing of mandatory attributes;

-- OMC processing error;

-- Communication failure.

5.3.3.2.2 Delete measurement job

BEHAVIOUR:

NMS can delete a measurement job through this operation.

INPUT_PARAMETER:


-- Identifier of the measurement job;

RESULT:

Success or failure.

PRE_CONDITIONS:
Specified measurement job exists in OMC and is suspended. (It is not permitted to delete a currently running measurement job, and only a suspended measurement job can be deleted. So a running measurement job should be suspended first, and then can be deleted.)
POST_CONDITIONS:

In case of success, OMC returns success response, and stops collecting the performance data defined in the measurement job.

In case of failure, OMC returns failure response, and the possible causes include:


-- Specified measurement job does not exist in OMC;
-- OMC processing error;

-- Communication failure.

5.3.3.2.3 Suspend measurement job

BEHAVIOUR:

NMS may suspend a running measurement job by modifying the “administrativeState” from “unlocked” to “locked”. The measurement job will not work until it is resumed.
INPUT_PARAMETER:


-- Identifier of the measurement job;
-- AdministrativeState with the value of “locked”.
RESULT:

Success or failure.

PRE_CONDITIONS:
The specified measurement job exists in OMC, and it is currently running.

POST_CONDITIONS:

In case of success, OMC returns success response, and the measurement job will not work until it is resumed.

In case of failure, OMC returns failure response, and the possible causes include:


-- Specified measurement job does not exist in OMC;
-- Specified measurement job has been suspended
--OMC processing error;
-- Communication failure.

5.3.3.2.4 Resume measurement job

BEHAVIOUR:

NMS can resume a suspended measurement job by modifying the “administrativeState” of the measurement job from “locked” to “unlocked”.

INPUT_PARAMETER:


-- Identifier of the measurement job;
-- AdministrativeState with the value of “unlocked”.
RESULT:

Success or failure.

PRE_CONDITIONS:
The specified measurement job exists in OMC, and it is suspended.

POST_CONDITIONS:

In case of success, OMC returns success response, and continues to collect measurement data according to the start time and stop time of the measurement job.

In case of failure, OMC returns failure response to NMS, and the possible causes include:


-- Specified measurement job does not exist in OMC;
-- Specified measurement job has been resumed;
-- OMC processing error;
-- Communication failure.

5.3.3.2.5 Modify measurement job

BEHAVIOUR:

NMS can modify the attribute values of a measurement job through this operation. The following attributes can be modified:

-- Start time of the measurement job;
-- Stop time of the measurement job;
-- Granularity period of the measurement job;
-- History data retention of the measurement job.

INPUT_PARAMETER:


-- Identifier of this measurement job;

-- A list of name-value pairs, which is composed of the attribute name to be modified and the new value.

RESULT:

Success or failure.

PRE_CONDITIONS:
-- Specified measurement job exists in OMC and is suspended;
-- Specified attributes are valid;
-- Specified attributes can be modified.

POST_CONDITIONS:

In case of success, OMC returns success response, and when resumed, the measurement job will start to work according to modified attributes.

In case of failure, OMC returns failure response to NMS, and the possible causes include:


-- Specified measurement job does not exist in OMC;
-- Specified attributes are not allowed to be modified;
-- Invalid attribute values;
-- OMC processing error;
-- Communication failure.

5.3.3.2.6 Query measurement job

BEHAVIOUR:

NMS can query the attributes of a measurement job through this operation. Part or all of the following attributes can be queried:

-- Identifier for the object to be measured;


-- Start time of the measurement job;
-- Stop time of the measurement job;
-- Granularity period of the measurement job;
-- List of the performance parameters to be measured;

-- History data retention of the measurement job.

INPUT_PARAMETER:

-- Identifier for the object to be measured or filtering criteria for the objects to be measured;

-- Identifier of this measurement job;

-- A list of attribute names to be queried.

RESULT:

A list of name-value pairs composed of the attribute name to be queried and the value.

PRE_CONDITIONS:
The specified measurement job exists in OMC, and the specified attributes exist.

POST_CONDITIONS:

In case of success, OMC returns the queried corresponding attribute values.

In case of failure, OMC returns failure response to NMS, and the possible causes include:

-- Specified MOs do not exist in OMC;
-- Specified measurement job does not exist in OMC;
--Specified attributes do not exist in the measurement job;
-- OMC processing error;
-- Communication failure.

5.3.3.3 Performance data report management

Performance data report function is implemented by the instances of cTelMeasurementScanner. OMC should support the following operations of cTelMeasurementScanner:
5.3.3.3.1 Create measurement data report job
BEHAVIOUR:

NMS create a performance measurement data report job (which can be an instance of cTelMeasurementScanner) through this operation. OMC will periodically report the required performance data to NMS according to the specified reporting criteria.

INPUT_PARAMETER:

-- Identifier for the object(s) to be measured and the measurement data;

-- Identifier of the measurement data report job;

-- Start time of the measurement data report job; (optional, default means the report job will be started immediately)

-- Stop time of the measurement data report job; (optional, default means the report job will never stop)

-- Reporting period of the measurement data report job.

RESULT:

Success or failure.

PRE_CONDITIONS:
The specified measurement job(s) exist in OMC, and the specified attributes exist.

POST_CONDITIONS:

In case of success, OMC should return success information and start to gather and report the measurement data according to the start time of report job. The performance data report is implemented by notification report function. When it reaches the measurement data report period, OMC sends to NMS a “transferUpReady” notification containing the file information of the corresponding measurement data, notifying NMS that the measurement data of this period is ready and NMS can get them at any time. For detailed function description, please refer to “notification report function” of “common management function set” section.

In case of failure, OMC returns failure response to NMS. And the possible causes include:

-- No measurement job(s) meets the specified conditions;
-- Specified measurement data report has existed in OMC.
-- Invalid Attribute values;
-- Missing of mandatory attributes;
-- OMC processing error;
-- Communication failure.

5.3.3.3.2 Delete measurement data report job

BEHAVIOUR:

NMS can delete a suspended measurement data report job through this operation.

INPUT_PARAMETER:

-- Identifier of the measurement data report job;

RESULT:

Success or failure.

PRE_CONDITIONS:
The specified measurement data report job exists in OMC and has been suspended.

POST_CONDITIONS:

In case of success, OMC returns success response, and the measurement data reporting job will not work any more.
If the deletion fails, OMC should return corresponding error indication information to NMS. The error information may include:

-- Specified measurement data report job does not exist in OMC;
-- Specified measurement data report job has not been suspended;
-- OMC processing error;
-- Communication failure.

5.3.3.3.3 Suspend measurement data report job

BEHAVIOUR:

NMS can suspend an active measurement data report job by modifying the administrativeState from “unclocked” to “locked”.

INPUT_PARAMETER:

-- Identifier of the measurement data report job;
-- AdministrativeState with the value of “locked”.
RESULT:

Success or failure.

PRE_CONDITIONS:
The specified measurement data report job exists in OMC and the administrativeState is “unlocked”.

POST_CONDITIONS:

In case of success, OMC returns success response, and the measurement data report job will not work until it is resumed.
In case of failure, OMC returns failure response to NMS, and the possible causes include:

-- Specified measurement data report job does not exist in OMC;
-- Specified measurement data report job has been suspended;
-- OMC processing error;
-- Communication failure.

5.3.3.3.4 Resume measurement data report job

BEHAVIOUR:

NMS can resume a suspended measurement data report job by modifying the administrativeState from “locked” to “unlocked”.

INPUT_PARAMETER:

-- Identifier of this measurement data report job;
-- AdministrativeState with the value of “locked”.
RESULT:

Success or failure.

PRE_CONDITIONS:
The specified measurement data report job exists in OMC and has been suspended.

POST_CONDITIONS:

In case of success, OMC returns success response, and continues to report the corresponding measurement data according to the start time and stop time of the measurement data report job.
In case of failure, OMC returns failure response to NMS, and the possible causes include:


-- Specified measurement data report job does not exist in OMC;
-- Specified measurement data report job has been resumed;
-- OMC processing error;
-- Communication failure.

5.3.3.3.5 Query measurement data report job

BEHAVIOUR:

NMS can query the attributes information of a measurement data report job. Part or all of the following attributes can be queried:


-- Identifier of objects to be measured and the measurement data;

-- Start time of the measurement data report job;

-- Stop time of the measurement data report job;

-- Reporting period of the measurement data report job;

INPUT_PARAMETER:

-- Identifier of the measurement data report job;

--a list of attribute names to be queried of the measurement data report job.
RESULT:
A list of name-value pairs composed of the attribute name to be queried and the corresponding values of the measurement data report job.

PRE_CONDITIONS:
The specified measurement data report job exists in OMC, and the specified attributes exist in the report job.

POST_CONDITIONS:

In case of success, OMC returns the queried attribute values to NMS.

In case of failure, OMC returns failure response to NMS, and the possible causes include:

-- Specified measurement data report job does not exist in OMC;

-- Specified attributes do not exist;

-- OMC processing error;

-- Communication failure.
5.3.3.4 Storage and transferring of performance measurement result

Normally, OMC should report the measurement result to NMS automatically and periodically. The reporting period is determined by the granularityPeriod attribute of cTelMeasurementScanner. At the end of the reporting period, OMC should create one or more files according to the performance file format to store all the measurement results collected during this period. Then the instance of cTelSimpleFileTransferControl will send a “transferUpReady” notification to NMS. Receiving this notification, NMS may start to get the performance data files.

In addition, NMS may explicitly request OMC to prepare the required performance data files for transferring.

For detailed descriptions of file transfer process, please refer to “bulk data transfer function” in “common management function set” section.

5.3.3.5 Scenario of performance management 

Figure 23 shows a scenario of performance management.
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Figure 23: Sequence Diagram of Performance Management Scenario

5.3.4 Interface analysis of generic fault management
5.3.4.1 Class description of generic fault management

In this specification, no specific managed object is introduced in fault management domain. The main function is implemented by notification report function and log function. The object classes involved are EFD, log and log records. Other object classes involved in fault management will be defined in the corresponding configuration model of network-dependent management interface specifications.

5.3.4.2 Alarm synchronization function

There are two cases of alarm synchronization function in this specification:

(3) retrieve alarms within a time interval through “event synchronization function”.

NMS can retrieve the required alarms within a specified time interval, which are not sent to NMS for some reason. In this case, NMS can use the “requestTransferUp” operation of cTelSimpleTransferControl, in which the file type is filled with “eventFile”, time interval is filled with the startTime and stopTime, event type is filled with “alarm”, and the alarm severity can also be specified as filtering criteria. After the collection of required alarm information, OMC will store them in files, and send a “transferUpReady” notification to NMS. For detailed descriptions, please refer to “event synchronization function” in “bulk data transfer function” section;
(4) get active alarms in OMC through “current alarm summary report function” or “bulk data transfer function”.

NMS can get all the currently active alarms in OMC. In this case, NMS can also use the “requestTransferUp” operation of cTelSimpleTransferControl, with the file type filled with “FMFile”. Then OMC will organize all the currently active alarms per managed object into files, and emit a “transferUpReady” notification to NMS when the files are ready. For detailed descriptions, please refer to “bulk data transfer function” section.
If OMC supports, the result can also be transferred up to NMS by sending several “current alarm summary” notification, as will be further described in CORBA-based solution set.
5.3.4.3 Description of probable causes of fault

This section describes the probable causes of fault, and lists them in the following tables according to different recommendations. Some of the probable causes are defined in more than one recommendation, and they are also summarized at the end of this section.

Table 15: The probable cause defined in M.3100
	Probable cause
	Value (CORBA)
	Event type

	Indeterminate 
	0
	Unknown

	Alarm Indication Signal (AIS)
	1
	Communications

	Call Setup Failure
	2
	Communications

	Degraded Signal
	3
	Communications

	Far End Receiver Failure (FERF)
	4
	Communications

	Framing Error
	5
	Communications

	Loss Of Frame (LOF)
	6
	Communications

	Loss Of Pointer (LOP)
	7
	Communications

	Loss Of Signal (LOS)
	8
	Communications

	Payload Type Mismatch
	9
	Communications

	Transmission Error
	10
	Communications

	Remote Alarm Interface
	11
	Communications

	Excessive Bit Error Rate (EBER)
	12
	Communications

	Path Trace Mismatch
	13
	Communications

	Unavailable
	14
	Communications

	Signal Label Mismatch
	15
	Communications

	Loss Of Multi Frame
	16
	Communications

	Back Plane Failure
	51
	Equipment

	Data Set Problem
	52
	Equipment

	Equipment Identifier Duplication
	53
	Equipment

	External IF Device Problem
	54
	Equipment

	Line Card Problem
	55
	Equipment

	Multiplexer Problem
	56
	Equipment

	NE Identifier Duplication
	57
	Equipment

	Power Problem
	58
	Equipment

	Processor Problem
	59
	Equipment

	Protection Path Failure
	60
	Equipment

	Receiver Failure
	61
	Equipment

	Replaceable Unit Missing
	62
	Equipment

	Replaceable Unit Type Mismatch
	63
	Equipment

	Synchronization Source Mismatch
	64
	Equipment

	Terminal Problem
	65
	Equipment

	Timing Problem
	66
	Equipment

	Transmitter Failure
	67
	Equipment

	Trunk Card Problem
	68
	Equipment

	Replaceable Unit Problem
	69
	Equipment

	Air Compressor Failure
	101
	Environmental

	Air Conditioning Failure
	102
	Environmental

	Air Dryer Failure
	103
	Environmental

	Battery Discharging
	104
	Environmental

	Battery Failure
	105
	Environmental

	Commercial Power Failure
	106
	Environmental

	Cooling Fan Failure
	107
	Environmental

	Engine Failure
	108
	Environmental

	Fire Detector Failure
	109
	Environmental

	Fuse Failure
	110
	Environmental

	Generator Failure
	111
	Environmental

	Low Battery Threshold
	112
	Environmental

	Pump Failure
	113
	Environmental

	Rectifier Failure
	114
	Environmental

	Rectifier High Voltage
	115
	Environmental

	Rectifier Low F Voltage
	116
	Environmental

	Ventilation System Failure
	117
	Environmental

	Enclosure Door Open
	118
	Environmental

	Explosive Gas
	119
	Environmental

	Fire
	120
	Environmental

	Flood
	121
	Environmental

	High Humidity
	122
	Environmental

	High Temperature
	123
	Environmental

	High Wind
	124
	Environmental

	Ice Build Up
	125
	Environmental

	Intrusion Detection
	126
	Environmental

	Low Fuel
	127
	Environmental

	Low Humidity
	128
	Environmental

	Low Cable Pressure
	129
	Environmental

	Low Temperature
	130
	Environmental

	Low Water
	131
	Environmental

	Smoke
	132
	Environmental

	Toxic Gas
	133
	Environmental

	Storage Capacity Problem
	151
	Processing error

	Memory Mismatch
	152
	Processing error

	Corrupt Data
	153
	Processing error

	Out Of CPU Cycles
	154
	Processing error

	Software Environment Problem
	155
	Processing error

	Software Download Failure
	156
	Processing error


Table 16: The probable cause defined in X.721/X.733
	Probable cause
	Value (CORBA)
	Event type
	Description

	Adapter Error
	1 000 001
	Equipment 
	

	Application Subsystem Failure
	1 000 002
	Processing error
	

	Bandwidth Reduction
	1 000 003
	Quality of service
	

	Call Establishment Error
	--
	Communications
	The same as ‘Call Setup Failure’ in M.3100

	Communication Protocol Error
	1 000 005
	Communications
	

	Communication Subsystem Failure
	1 000 006
	Communications
	

	Configuration or Customizing Error
	1 000 007
	Processing error
	

	Congestion
	1 000 008
	Quality of service
	

	Corrupt Data
	--
	Processing error
	The same as ‘Corrupt data’ in M.3100

	CPU Cycles Limit Exceeded
	1 000 010
	Processing error
	

	Data Set or Modem Error
	1 000 011
	Equipment 
	

	Degraded Signal
	--
	Communications
	The same as ‘Degraded signal’ in M.3100

	DTE-DCE Interface Error
	1 000 013
	Communications
	

	Enclosure Door Open
	--
	Environmental
	The same as ‘Enclosure door open’ in M.3100

	Equipment Malfunction
	1 000 015
	Equipment
	

	Excessive Vibration
	1 000 016
	Environmental
	

	File Error
	1 000 017
	Processing error
	

	Fire Detected
	--
	Environmental
	The same as ‘Fire’ in M.3100

	Flood Detected
	--
	Environmental
	The same as ‘Flood’ in M.3100

	Framing Error
	--
	Communications
	The same as ‘Framing error’ in M.3100

	Heating or Ventilation or Cooling System Problem
	1 000 021
	Environmental
	

	Humidity Unacceptable
	1 000 022
	Environmental
	

	Input/Output Device Error
	1 000 023
	Equipment
	

	Input Device Error
	1 000 024
	Equipment
	

	LAN Error
	1 000 025
	Communications
	

	Leak Detection
	1 000 026
	Environmental
	

	Local Node Transmission Error
	1 000 027
	Communications
	

	Loss of Frame
	--
	Communications
	The same as ‘Loss of frame’ in M.3100

	Loss of Signal
	--
	Communications
	The same as ‘Loss of signal’ in M.3100

	Material Supply Exhausted
	1 000 030
	Environmental
	

	Multiplexer Problem
	--
	Equipment
	The same as ‘Multiplexer problem’ in M.3100

	Out of Memory
	1 000 032
	Processing error
	

	Output Device Error
	1 000 033
	Equipment
	

	Performance Degraded
	1 000 034
	Environmental
	

	Power Problem
	--
	Equipment
	The same as ‘Power problem’ in M.3100

	Pressure Unacceptable
	1 000 036
	Environmental
	

	Processor Problem
	--
	Equipment
	The same as ‘Processor problem’ in M.3100

	Pump Failure
	--
	Environmental
	The same as ‘Pump failure’ in M.3100

	Queue Size Exceeded
	1 000 039
	Quality of service
	

	Receive Failure
	1 000 040
	Equipment
	

	Receiver Failure
	--
	Equipment
	The same as ‘Receiver failure’ in M.3100

	Remote Node Transmission Error
	1 000 042
	Communications
	

	Resource at or Nearing Capacity
	1 000 043
	Quality of service
	

	Response Time Excessive
	1 000 044
	Quality of service
	

	Re-transmission Rate Excessive
	1 000 045
	Quality of service
	

	Software Error
	1 000 046
	Processing error
	

	Software Program Abnormally Terminated
	1 000 047
	Processing error
	

	Software Program Error
	1 000 048
	Processing error
	

	Storage Capacity Problem
	--
	Processing error
	The same as ‘Storage capacity problem’ in M.3100

	Temperature Unacceptable
	1 000 050
	Environmental
	

	Threshold Crossed
	1 000 051
	Quality of service
	

	Timing Problem
	--
	Equipment
	The same as ‘Timing problem’ in M.3100

	Toxic Leak Detected
	1 000 053
	Environmental
	

	Transmit Failure
	1 000 054
	Equipment
	

	Transmitter Failure
	--
	Equipment
	The same as ‘Transmitter failure’ in M.3100

	Underlying Resource Unavailable
	1 000 056
	Processing error
	

	Version Mismatch
	1 000 057
	Processing error
	


Table 17: The probable cause defined in GSM

	Probable cause
	Value (CORBA)
	Event type
	Description

	A-bis to BTS interface failure
	3 000 001
	Equipment
	

	A-bis to TRX interface failure
	3 000 002
	Equipment
	

	Antenna problem
	3 000 003
	Equipment
	

	Battery breakdown
	3 000 004
	Equipment
	

	Battery charging fault
	3 000 005
	Equipment
	

	Clock synchronization problem
	3 000 006
	Equipment
	

	Combiner problem
	3 000 007
	Equipment
	

	Disk problem
	--
	Equipment
	

	Equipment failure
	3 000 009
	Equipment
	The same as ‘Equipment malfunction’ in X.721

	Excessive receiver temperature
	3 000 010
	Equipment
	

	Excessive transmitter output power
	3 000 011
	Equipment
	

	Excessive transmitter temperature
	3 000 012
	Equipment
	

	Frequency hopping degraded
	3 000 013
	Equipment
	

	Frequency hopping failure
	3 000 014
	Equipment
	

	Frequency redefinition failed
	3 000 015
	Equipment
	

	Line interface failure
	3 000 016
	Equipment
	

	Link failure
	3 000 017
	Equipment
	

	Loss of synchronization
	3 000 018
	Equipment
	

	Lost redundancy
	3 000 019
	Equipment
	

	Mains breakdown with battery back-up
	3 000 020
	Equipment
	

	Mains breakdown without battery back-up
	3 000 021
	Equipment
	

	Power supply failure
	3 000 022
	Equipment
	

	Receiver antenna fault
	3 000 023
	Equipment
	

	Receiver Failure
	--
	Equipment
	The same as ‘Receiver failure’ in M.3100/X.721

	Receiver multicoupler failure
	3 000 025
	Equipment
	

	Reduced transmitter output power
	3 000 026
	Equipment
	

	Signal quality evaluation fault
	3 000 027
	Equipment
	

	Timeslot hardware failure
	3 000 028
	Equipment
	

	Transceiver problem
	3 000 029
	Equipment
	

	Transcoder problem
	3 000 030
	Equipment
	

	Transcoder or rate adapter problem
	3 000 031
	Equipment
	

	Transmitter antenna failure
	3 000 032
	Equipment
	

	Transmitter antenna not adjusted
	3 000 033
	Equipment
	

	Transmitter failure
	--
	Equipment
	The same as ‘Transmitter failure’ in M.3100/X.721

	Transmitter low voltage or current
	3 000 035
	Equipment
	

	Transmitter off frequency
	3 000 036
	Equipment
	

	Database inconsistency
	3 000 037
	Processing error
	

	File system call unsuccessful
	3 000 038
	Processing error
	

	Input parameter out of range
	3 000 039
	Processing error
	

	Invalid parameter
	3 000 040
	Processing error
	

	Invalid pointer
	3 000 041
	Processing error
	

	Message not expected
	3 000 042
	Processing error
	

	Message not initialised
	3 000 043
	Processing error
	

	Message out of sequence
	3 000 044
	Processing error
	

	System call unsuccessful
	3 000 045
	Processing error
	

	Timeout expired
	3 000 046
	Processing error
	

	Variable out of range
	3 000 047
	Processing error
	

	Watch dog timer expired
	3 000 048
	Processing error
	

	Cooling system failure
	3 000 049
	Environmental
	

	External equipment failure
	3 000 050
	Environmental
	

	External power supply failure
	3 000 051
	Environmental
	

	External transmission device failure
	3 000 052
	Environmental
	

	Fan failure
	--
	Environmental
	The same as ‘Cooling fan failure’ in M.3100

	High humidity
	--
	Environmental
	The same as ‘High humidity’ in M.3100

	High temperature
	--
	Environmental
	The same as ‘High temperature’ in M.3100

	Intrusion detected a
	--
	Environmental
	The same as ‘Intrusion detection’ in M.3100

	Low humidity
	--
	Environmental
	The same as ‘Low humidity’ in M.3100

	Low temperature
	--
	Environmental
	The same as ‘Low temperature’ in M.3100

	Smoke detected
	--
	Environmental
	The same as ‘Smoke’ in M.3100

	Excessive Error Rate
	3 000 060
	Quality of service
	

	Reduced alarm reporting
	3 000 061
	Quality of service
	

	Reduced event reporting
	3 000 062
	Quality of service
	

	Reduced logging capability
	3 000 063
	Quality of service
	

	System resources overload
	3 000 064
	Quality of service
	

	Broadcast channel failure
	3 000 065
	Communications
	

	Connection establishment error
	3 000 066
	Communications
	

	Invalid message received
	3 000 067
	Communications
	

	Invalid MSU received
	3 000 068
	Communications
	

	LAPD link protocol failure
	3 000 069
	Communications
	

	Local alarm indication
	3 000 070
	Communications
	

	Remote alarm indication
	3 000 071
	Communications
	

	Routing failure
	3 000 072
	Communications
	

	SS7 protocol failure
	3 000 073
	Communications
	

	Transmission error
	3 000 074
	Communications
	


Some of the probable causes are defined in different recommendations. To identify the fault exclusively, only one fault number is used. These multiple-defined probable causes are shown in the following table:

Table 18: The possible reason of fault defined repeatedly

	Probable cause
	Event type
	GSM
	X.721
	M.3100
	Value (CORBA)

	Call Establishment Failure

(X.721/X.733)

Call Setup Failure (M.3100)
	Communications
	
	(
	* ( 
	2

	Degraded Signal
	Communications
	
	(
	* ( 
	3

	Framing Error
	Communications
	
	(
	* ( 
	5

	Loss of Frame
	Communications
	
	(
	* ( 
	6

	Loss of Signal
	Communications
	
	(
	* ( 
	8

	Equipment Failure (GSM 12.11)

Equipment Malfunction (X.721/X.733)
	Equipment
	(
	* ( 
	
	1 000 015

	Multiplexer Problem
	Equipment
	
	(
	* ( 
	56

	Power Problem
	Equipment
	
	(
	* ( 
	58

	Processor Problem
	Equipment
	
	(
	* ( 
	59

	Receiver Failure
	Equipment
	(
	(
	* ( 
	61

	Timing Problem
	Equipment
	
	(
	* ( 
	66

	Transmitter Failure
	Equipment
	(
	(
	* ( 
	67

	Enclosure Door Open
	Environmental
	
	(
	* ( 
	118

	Fan Failure (GSM 12.11)

Cooling Fan Failure (M.3100)
	Environmental
	(
	
	* ( 
	107

	Fire Detected (X.721/X.733)

Fire (M.3100)
	Environmental
	
	(
	* ( 
	120

	Flood Detected (X.721/X.733) 

Flood (M.3100)
	Environmental
	
	(
	* ( 
	121

	High Humidity
	Environmental
	(
	
	* ( 
	122

	High Temperature
	Environmental
	(
	
	* ( 
	123

	Intrusion Detected (GSM 12.11)

Intrusion Detection (X.736/M.3100)
	Environmental
	(
	
	* ( 
	2 000 010

	Low Humidity
	Environmental
	(
	
	* ( 
	128

	Low Temperature
	Environmental
	(
	
	* ( 
	129

	Pump Failure
	Environmental
	
	(
	* ( 
	113

	Smoke Detected (GSM 12.11)

Smoke (M.3100)
	Environmental
	(
	
	* ( 
	132

	Storage Capacity Problem
	Processing error
	
	(
	* ( 
	151

	Excessive Bit Error Rate (M.3100)

Excessive Error Rate (GSM12.11)
	Communications
	(
	
	* ( 
	12

	Corrupt Data
	Processing error
	
	(
	* ( 
	153
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