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1. Scope

The scope of this contribution is:

· To discuss a potential Charging and Billing architecture,

· To introduce CGF (Charging Gateway Function) into IMS architecture,

· To present the benefits of introducing the CGF into the IMS architecture

2. Charging architecture

From the charging point of view the structure of Rel5 network will be very fragmented. Therefore charging solutions will be much more complicated than in the 2G networks. 

Different charging related data could be produced at / from:

· Applications and services (SIP Application Servers/CAP/Other application servers),

· Access network elements (SGSN/GGSN),

· Multimedia IP network,

· IM Subsystem (CSCFs’) 

The CGF is proposed to be included in the IMS for the following reasons:

· To enable detailed charging based on differentiating traffic types (e.g. service charging, usage charging),

· To enable validating, combining, aggregating and consolidating of the charging information, e.g. access charging information with the respective service (usage) charging information,

· To enable consolidation of the relevant charging information into configurable format(s) to meet the business requirements (e.g. tariffing criteria, usage information, subscriber identifiers and service identifiers),

· To enable charging information aggregation in a centralized function from all involved CDR generating network elements, 

· To enable the removal of duplicated charging data. 

Without an effective CDR handling mechanism it will be very difficult to enable post-paid and CDR based prepaid charging. In the following chapters a solution is presented to solve this problem.

3. Post-paid and CDR based prepaid in Rel5 networks

In Rel5 Networks, at least the following NEs will generate CDRs: SGSN, GGSN, CSCFs and Application Server(s) (SIP-based or other). All generated CDRs can be delivered to CGF through the Ga interface. In the figure 3-1 the proposed solution for post-paid and CDR based prepaid charging in Rel5 Network is presented. It presents an example wherein only GGSN, SGSN, CSCF and Application Server are included.

In order to make the charging information handling as effective as possible, it is necessary to assure that CDRs generated by different network elements related to one session are delivered to the same Charging Gateway Function. Provided that information to correlate CDRs generated by GPRS subsystem with those generated by IP Multi-Media subsystem is available in all the generated CDRs, the charging data combination is enabled.
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Figure 3-1: CDR transfer to CGF via Ga interface

3.1 Unique Charging Gateway Address per session
As can be seen from figure 3-1, charging aggregation would be quite easy if all the NEs could send the CDRs related to one session to the same CGF. In that way it is possible to optimise charging data combination and to minimize the possibility of having to resend CDRs to alternate CGFs.

For each session, as presented in chapter 4, the address of the currently used Charging Gateway Function will be transferred from NE to NE involved in the session.
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Figure 3-2: Example 1

In figure 3-2 CSCF transfers its primary CGF address to GGSN with respective signalling messages and it is passed onwards to SGSN. (The messages are explained in detail in the use case shown in the end).

The network element (GGSN in Figure 3-2) receiving the proposed CGF address will check the address against its own configured list of CGFs. In case the proposed CGF matches a CGF address in the configured list then all produced CDRs will be delivered to the proposed CGF. This CGF can then make use of the provided information to correlate CDRs generated in different subsystemsfor the actual combination of CDRs. The above-presented mechanism could be used in the case wherein the same operator or different operators own the network elements, provided that the CGF addresses and respective CGF lists have been properly configured, independent of the domain. 

[image: image3.wmf]DOCUMENTTYPE

TypeUnitOrDepartmentHere

TypeYourNameHere

TypeDateHere

CGF 5

CGF 6

...

...

SGSN

GGSN

Domain A

IP backbone

Internet

CGF 1

CGF 2

...

...

CG

F 2

C

SCF

CG

F 1

Ipv6 address

UE

CG address transfer

(in signalling messages)

Realtime CDR transfer

Session

All IP Network

CGF 1

CGF 2

...

...

Appl

Domain B

IP backbone

CG

F 6

CG

F 5

Ipv6 address

CGF 5

CGF 6

...

...

CGF 5

CGF 6

...

...

CGF 5

CGF 6

...

...

SGSN

GGSN

Domain A

IP backbone

Internet

CGF 1

CGF 2

...

...

CGF 1

CGF 2

...

...

CG

F 2

C

SCF

CG

F 1

Ipv6 address

UE

CG address transfer

(in signalling messages)

Realtime CDR transfer

Session

All IP Network

CGF 1

CGF 2

...

...

CGF 1

CGF 2

...

...

Appl

Domain B

IP backbone

CG

F 6

CG

F 5

Ipv6 address

CGF 5

CGF 6

...

...

CGF 5

CGF 6

...

...

Figure 3-3: Example 2

In case the proposed CGF does not match any of the CGFs in the GGSN’s (see Figure 3-3) configured list or is not in use, then the actual proposed CGF can be replaced with the GGSN’s own primary CGF and this CGF address is transferred to the SGSN.

In case proposed CGF is no longer responding, then all involved NEs will switch to the next CGF address configured in their lists, which will be the same, if the lists are properly configured.

The actual mechanism used to transfer the proposed Charging Gateway address is presented in detail in chapter 5. 

4. Charging correlation solution evaluation through a use case

The use case is a mobile originating IMS call. The subscriber uses services (so the call/session is triggered to Application Server (AS) from S-CSCF).























Figure 5-1: Signalling flow of mobile originated IMS call with service usage
1) INVITE from UE to P-CSCF. Selection of Charging Gateway address.
2) INVITE from P-CSCF to S-CSCF. Selected Charging Gateway address is transferred to S-CSCF (within SIP INVITE).
3) Trigger to AS (for A subscriber service) with INVITE. Selected Charging Gateway address is transferred to AS.
4) Response from the AS with INVITE (or corresponding).

5) INVITE from S-CSCF to x-CSCF. Selected Charging Gateway address is transferred to x-CSCF.
6) SDP from x-CSCF to S-CSCF.

7) SDP from S-CSCF to P-CSCF.

8) SDP from P-CSCF to UE.

9) Activate secondary PDP context request from UE to SGSN.

10) Create PDP context request from SGSN to GGSN

11) Authentication request from GGSN to P-CSCF (which includes PCF)

12) Decision from P-CSCF to GGSN. Selected Charging Gateway address is transferred to GGSN.
13) Create PDP context response from GGSN to SGSN. Selected Charging Gateway address is transferred to SGSN.
14) Activate secondary PDP context accept. In this phase the information/s needed to correlate the CDRs is available in corresponding NEs.

It must be noticed that the AS could perform one-time usage so that after step 4 it (possibly) will never be contacted again. In that case the backward acknowledgements sent after step 4 from the terminating side would not be delivered to AS. In that sense the selected Charging Gateway address must be available in Application Server (AS) in step 3.

5. Conclusions

The analysis has been done using simple examples. It is obvious that there will be more complicated situations, which have not been evaluated here (more elements could be involved).

The benefits identified by adopting the proposed solution can be summarized as follows:

1. Seamless, flexible and efficient management of the generated CDRs.

2. Business logic is applied so that the collected CDRs can be correlated into one (or more) output CDRs which include all the information as dictated by the respective business models

3. Billing Systems’ processing load is reduced which means direct savings in the operators’ CAPEX (BS & OSS license fees).

4. Centralised management and control of the business logic while supporting different varieties of business logic.

5. Load sharing and high availability through multiple CGF in the network while assuring that the collection and correlation is optimised through the usage of the Charging Gateway Address transfer mechanism (all session related CDRs are delivered to the same CGF).

6. Differential charging and billing is enabled since all the information conveyed from the various network elements can be easily associated to the respective service e.g. VoIP call, multimedia session.

7. All the above is realised without requiring major changes to the current network architecture.

When these results are considered, it should be noticed that to achieve effective post-paid and CDR based prepaid charging the following features must exist:

CGF in IM Subsystem 

Usage of the unique Charging Gateway address per session

Information to correlate CDRs generated in different subsystems  (GPRS and IP Multi-Media subsystems). 
If these mechanisms are used, the amount of the transferred charging data could be minimized in an effective way and post-paid and CDR based prepaid could be realized in a simplified, seamless, flexible, dynamic and centralized manner.

As for conclusion the final proposal is:
To include CGF in IM Subsystem 

To deliver proposed Charging Gateway Address through network

To identify the information/s needed for 'IMS session charging data' aggregation.
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