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1 Fine Grained Framework

As it currently stands, the approved X.780/Q.816 fine-grained framework is appropriate for Network Element CORBA interfaces.  However, current planned products for Network management do not support CORBA interfaces from EMS to NE. 

The predominant use of CORBA in Network Management products today is coarse grained interfaces between Operations support systems (EMS to NMS, NMS to NMS, etc). 

2 Current Scope of new Coarse Grained Extensions to X.780

The current defined scope for a new proposed X.780/Q.816 amendment for a Coarse Grained CORBA TMN framework is a set of class grained "facade" interfaces, with a one-for-one parallel structure with the Fine grained CORBA managed object interfaces, defined using the existing X.780/Q.816 framework. The current contents of this amendment are useful to access X.780 fine grained managed object implementations using a class-grained interface. While the current X.780 facade extension is a viable coarse grained approach, the reality of today's marketplace requires a coarse grained framework which can accommodate the diversity of approaches already in use in products. 

The current contents of the proposed amendment do not provide any way to allow managers to access managed object data using one of several IDL coarse grained specifications defined in industry standards in 3GPP SA5 and TeleManagement Forum. Since  products with various coarse grained MO access interfaces exist and will continue to exist with various IDL definitions, the framework needs to acknowledge the presence of these various interfaces, and provide a unifying role for managers to gain access to MO information.

3 Need for extending scope of X.780 Coarse Grained Extensions

A new requirement needs to be added to the coarse grained framework, i.e., accommodating the mutual coexistence of implementations of the following Five standard frameworks for CORBA TMN:

· X.780 and the Facade coarse grained extension – Strongly typed “class-grained” approach, with managed object attribute sets strongly typed using CORBA 2.3 extensible IDL value types (this will eventually be useful in a mixed fine-grain and coarse-grain environment when CORBA is used in the NE itself)

· TeleManagement Forum MTMN – Application grained object manager approach, with managed object attributes strongly typed using fixed IDL structs  (this was driven by the G7 industry initative for Sonet EMS-NMS but the next version will handle ATM and WDM)

· TeleManagement Forum CASMIM - Class grained, with managed object attributes dynamically typed using sequences of metadata driven "features", which are name, type, AnyValue triplets (this is driven by Astracon and the TMF CASMIT Catalyst project)

· TeleManagement Forum MCCM -  coarse grained CORBA interfaces, which are used to carry bulk Configuration management data formatted as XML documents. (This is driven by a TMF Catalyst project, which is he basis for the forthcoming 3GPP SA5 Corba solution set for bulk configuration management)

· 3GPP Basic Configuration management - coarse grained gets of managed object attribute data, which are not aligned with M.3120 objects  (this is driven by the liaison from 3GPP SA5 and the ITU-T SG4)

Others (e.g., ATM Forum) are involved as well, but the three TMF approaches are significant from a product perspective.  The ITU-T Facade approach can be viewed as a forward looking approach for use when CORBA becomes used as infrastructure within Network elements.

Annex A describes how each of these frameworks can be used to retrieve “attributes” of a named resource entity.   It can be summarized as follows:

· X.780 is strongly typed, in that all attributes are specified in the IDL for the CORBA interfaces supported by the managed system.  

· MTMN has mostly fixed attributes, defined within an IDL Struct, but has an extension attribute to hold product specific transmission parameter list. This extension list is a name-and-stringValue pair list. 

· With CASMIM there are fixed object types, and some fixed attributes defined in interfaces, but there is also a concept of a “supportedFeatures” attribute which can be flexibly determined at run time.  The feature is carried in a name, type, “Any” value tuple.

· MCCM achieves ultimate flexibility, since it passes configuration data in an XML document.  However, with MCCM, the EMS has to assemble the XML document from multiple pieces, which it gets by invoking individual commands to the NEs synchronously in the proper order.  These individual actions are outside the standard, and have to be implemented again each time a new NE is introduced into the scope of the EMS.

· 3GPP Basic Configuration management uses a CMIP like query operation, to which returns attribute lists for a requested set of named management entities.  It is loosely typed, since the attribute list uses the CORBA “Any” type for its values.

Flexibility is seen as advantageous from the view of mapping what a system already does to a "standard" interface.  On the other hand, this flexibility can lead to costly changes needed to accommodate the differences presented by each new vendor product.  

4 New requirements for ITU-T Framework coarse-grained extensions

The new ITU-T coarse grained framework needs to reconcile the differences and exploit the commonalties for the above alternatives with respect the following five aspects:

· Naming of accessible resources (all use hierarchic "name value pair sequences" to construct names in a context relative manner, but they have different syntaxes and potential name bindings (i.e., legal naming hierarchies)

· State models (all have a generic set of state attributes, which need to be semantically mapped for understanding)

· Alarm Report contents (they are all similar, but have differences)

· Shared Data Model (they all need to be reconciled with a common Data model, such as G.853 CIV, to facilitate gateway design)

· PM and Service Measurements (they have similar but different ways of packaging PM data)

5 Example of naming service extensions to meet new requirements

The unifying factor over all of these CORBA interfaces it the use of hierarchic "distinguished" names to identify manage objects.  The name forms used in each of these frameworks can be mapped from one form into another, because they have the same context relevant naming structure.

The requirement statement for the new framework naming extensions is as follows: 

A managing system should be able to locate the appropriate managing system CORBA interface instance to retrieve or modify the attributes of a particular named Managed Object instance using a consistent interface.

One way to handle this new requirement would be to generalize the new framework’s naming service extension to:

1. take a canonical name form for the managed object as input to a "resolve name" operation, 

2. return an object reference for the IDL interface instance which can be used to retrieve (and/or possibly modify) that object's attributes, and

3. return the exact syntactic name form which must be passed to the query interface for access to the resolved object.

6 Timing to meeting new requirements

It is up to T1M1 participants to decide on whether to delay the facade to accomplish this new broader objective. 

Even if name service extensions were defined, as a first step, to handle a multiplicity of access styles, it could be a major contribution to the industry.

Annex A: Examples of coarse-grained CORBA Access to Termination point data

In this Annex examples of CORBA IDL operations to access termination point data are shown.

A.1
X.780 Fine Grained framework

An IDL interface type (a fined grained class “xxx” for entity type “xxx”) is defined for each type of the termination point resource entity.  A separate instance of this interface is instantiated with its own object reference for each termination point for which access is required (i.e., it is instance-grained).  Given the name of an entity, the naming service is used to determine the CORBA Object reference for each instance.

The IDL interface definition has strongly typed individual operations for accessing each of the object’s attributes, as follows:

Attributes are modeled within interfaces as operations used to access the attribute’s value.  The names of the operation, as well as the input and output types, indicate the name of the attribute as well as the type of operation. 

Readable Attributes

Managed objects should have an operation named “<attribute name>Get” on their interface for each readable attribute.  The type returned by this operation reflects the type of the attribute.  For example:


AdministrativeStateType administrativeStateGet()



raises(raises (ApplicationError);

Attributes that are settable but not readable, which is rare, should not have a read operation defined on the interface.

Settable Attributes

Managed object interfaces should have an operation named “<attribute name>Set” for each settable attribute.  The operation return type should be void and the input parameter should reflect the type of the attribute.  For example:


void administrativeStateSet (in AdministrativeStateType adminState)



raises(raises (ApplicationError);

Attributes that are not settable should not have such an operation on the interface.

In addition, all of the attribute values for a resource entity may be retrieved by a single operation on the fine-grained interface, which returns the values as elements of an IDL value type.  If a new termination point subclass is defined, an extended valutype is defined, which inherits all the elements of the super-class and adds the new elements associated with the subclass.  An example of this operation is as follows:

                /** This valuetype object contains members for each of the attributes 


accessible on this interface. */


valuetype ManagedObjectValueType {



public NameType


name;



public ObjectClassType

objectClass;



public StringSetType

packages;



public SourceIndicatorType
creationSource;



public DeletePolicyType

deletePolicy;


};


/** The Managed Object interface is intended to be the base interface 


from which all other managed object interfaces inherit.  It is a 


central place to specify basic functions which all managed objects are 


expected to support. */


interface ManagedObject {



NameType nameGet()




raises (ApplicationError);



ObjectClassType objectClassGet()




raises (ApplicationError);



StringSetType packagesGet ()




raises (ApplicationError);



SourceIndicatorType creationSourceGet()




raises (ApplicationError);



DeletePolicyType deletePolicyGet ()




raises (ApplicationError);



/** This method may be used to generically get all of the 



attributes supported by an instance.  Each interface is 



expected to sub-class the Managed Object value type and add the 



other attributes supported by that interface.  The managed 



object must return a value object of that type.  The client 



must then narrow the reference to access all the attributes.  



The client may also submit a list of names indicating the 



attributes it wishes to receive.  These names must match the 



member names in the value object.  For members not on the list, 



and for members that are part of packages that are not 



supported, the server may return any value but it should be as 



short as possible.  The server also returns the list of 



attributes, which may be shorter due to exclusion of attributes 



in unsupported packages.  The client must regard the value of 



any member not in the list as garbage. 



A null attribute names list indicates that all supported 



attributes are to be returned.  The server must return the 



actual list.  */



ManagedObjectValueType attributesGet (




inout StringSetType attributeNames)




raises (ApplicationError);


}; // end of ManagedObject interface

As an example, assume the TerminationPoint managed object interface inherits directly from the base ManagedObject class, and has, among others, an attribute access function called userLabelGet that returns a type UserLabelType.  The IDL describing the value type for the Equipment managed object would look like this:

valuetype TerminationPointValueType : ManagedObjectValueType {


public UserLabelType
userLabel;


…



// other attributes

};

A.2
X.780 Class Grained Framework

A second IDL interface type (a facade class “xxx”Façade for entity type “xxx”) is defined for each type of termination point entity.  However, only one instance of the façade class is instantiated for each entity type.  Each operation of the fine grained class is included in the façade class, however a new input parameter, instance name, is inserted in every operation to request data from a particular entity, as shown here:

interface ManagedObjectF {



/** This method returns the scoped name of the most-specific 



class of the object (e.g. “EquipmentR1”). 



@param name
The name of the light object instance on





which the operation is to be invoked.



@return
The interface name of the light object's facade.



*/



ObjectClassType objectClassGet(in NameType name)




raises (ApplicationError);



StringSetType packagesGet (in NameType name)




raises (ApplicationError);



SourceIndicatorType creationSourceGet(in Nametype name)




raises (ApplicationError);



DeletePolicyType deletePolicyGet (in NameType name)




raises (ApplicationError);



/** This method may be used to generically get all of the 



attributes supported by an instance.  Each interface is 



expected to sub-class the Managed Object value type and add the 



other attributes supported by that interface.  The managed 



object must return a value object of that type.  The client 



must then narrow the reference to access all the attributes.  



<p>



The client may also submit a list of names indicating the 



attributes it wishes to receive.  These names must match the 



member names in the value object.  For members not on the list, 



and for members that are part of packages that are not 



supported, the server may return any value but it should be as 



short as possible.  The server also returns the list of 



attributes, which may be shorter due to exclusion of attributes 



in unsupported packages.  The client must regard the value of 



any member not in the list as garbage. <p>



A null attribute names list indicates that all supported 



attributes are to be returned.  The server must return the 



actual list.  



@param name
The name of the light object instance on





which the operation is to be invoked.



@param attributeNames
A list of names of attribute to be 






retrieved.



@return The value type containing the attriubtes.



*/



ManagedObjectValueType attributesGet (




in
NameType name,




inout
StringSetType attributeNames)




raises (ApplicationError);

                                                       …//attributes bulk get included here but defined below




}; // end of ManagedObjectF interface

In addition, the Façade base class has an operation to retrieve the attributes of multiple entities from a single invocation, as follows:

                   struct AttributesGetResult {



ManagedObjectValueType
attributes,



StringSetType

attributeNames };


typedef sequence <AttributesGetResult> AttributesGetResultSet;

                                    /** This method is used to return multiple attributes from



multiple light objects of the same type.  The client supplies



a list of attribute names, and a list of managed object names



from which to retrieve the attributes.  <p>



Data is returned in strongly-typed managed object value types, 



one from each managed object named.  If the façade does not 



provide access for a managed object name provided by the 



client, no value type for that object is returned.  <p>



Even if the client does not request that values for the 'name'



attribute be returned, the façade shall return the name in each



managed object value type.  If it does not, the client won't



know which values apply to which light object instance.  <p>



Along with each managed object value type returned is a list of 



the names of the attributes in that value type that have valid



values.  This list may not match the list of requested 



attributes as the instance may not support all of the 



requested attributes.  If the instance supports none of the



requested attributes the façade shall return a managed object



value type for that instance with only the name attribute



containing a valid value.  <p>



Since a potentially large amount of data may be returned, the



iterator design pattern is used.  The client specifies the



maximum number of value types to be returned.  The rest must be 



returned in an iterator.  If an iterator is used, the return 



value shall be true.  Otherwise, it shall be false and the 



iterator reference shall be null.



@param names
The names of the light managed objects from





which to retrieve the attribute values.



@param attributeNames
The names of the attributes to 






retrieve.



@param howMany
The maximum number of value types to return





in the attributes parameter.



@param attributes
The first batch of results.



@param iterator
A reference to an iterator, if needed.





Otherwise, null.



@return True if an iterator is being returned, otherwise false.



*/



boolean attributesBulkGet (




in 
NameSetType 


names,




in 
StringSetType 


attributeNames, 




in 
unsigned short 


howMany,




out 
AttributesGetResultList

attributes,




out 
AttributesGetResultIterator 
iterator)




raises (ApplicationError);

A.3
TMF MTMN object access

MTMN (TM509) uses a CORBA interface known as a managedElementMgr to access individual entities.  There are various operations to return data for termination points.  One operation has as input a termination point name, and a struct is returned, where the attributes of an entity are returned as elements of an IDL struct, which also contains the name of the entity.  An example follows: 

interface ManagedElementMgr : Common

    {

…

struct TerminationPoint

  {

    globaldefs::NamingAttributes name;

    string userLabel;

    Timeslot timeslot;

    TPType type;

    LayerRate rate;

    string owner;

    TPConnectionState connectionState;

    TerminationMode tpMappingMode;  

    AdministrativeState administrativeState; 

    AvailabilityState availabilityState; 

    OperationalState operationalState;

    Directionality direction;

    LayeredParameterList
transmissionParameters;

    TPProtectionAssociation tpProtectionAssociation;

  };

  /**

   * EMSs may need a list of TerminationPoints struct to be

   * returned to the NMS in some instances.

   **/

  typedef sequence<TerminationPoint> TerminationPointList;

…

globaldefs::NamingAttributesList getPTPNames(in globaldefs::NamingAttributes        

              managedElementName, in LayerRateList layerRateList) 

              raises (globaldefs::ProcessingFailureException);

…

globaldefs::NamingAttributesList getPTPNames(in globaldefs::NamingAttributes        

              managedElementName, in LayerRateList layerRateList) 

              raises (globaldefs::ProcessingFailureException);

      /** 

       * This service returns the TP struct for the given tpName. 

     **/

      TerminationPoint getTP(in globaldefs::NamingAttributes tpName) 


raises (globaldefs::ProcessingFailureException);

       /** 

       * <p>

       * This service returns all contained CTPs for a given TP. The TP may be

       * a PTP or a CTP. 

       **/

      TerminationPointList getContainedTPs(in globaldefs::NamingAttributes tpName)


raises (globaldefs::ProcessingFailureException);

…

};

Names are defined as follows:

  typedef sequence<NameAndStringValue> NVSList;

  /**

   * The NamingAttributes structure is used as a naming scheme between the

   * NMS and EMS interface. 

   * NamingAttributes is used to define identifiers for managed entities that 

   * are

   * not instantiated as first class CORBA object and thus do not have 

   * object identifiers. 

   * The NamingAttributes represent "the hierarchical name structure" of an 

   * object.

   * The structure of the name is hierarchical and reflects the containment

   * relationship between objects in a simple way. The names are meaningful

   * to a human user.

   * The Naming Hierarchy of names is as follows: <br>

   * <ul>

   * <li> NetworkR1 </li>

   * <ol>

   * <li> name="NetworkR1";value="CompanyName/EMSname" </li>

   * </ol>

   *

   * <li> Subnetwork </li>

   * <ol>

   * <li> name="NetworkR1";value="CompanyName/EMSname" </li>

   * <li> name="MultiLayerSubnetwork";value="SubnetworkName" </li>

   * </ol>

   *

   * <li> SubnetworkConnection </li>

   * <ol>

   * <li> name="NetworkR1";value="CompanyName/EMSname" </li>

   * <li> name="MultiLayerSubnetwork";value="SubnetworkName" </li>   

   * <li> name="SubnetworkConnection";value="SubnetworkConnectionName" </li>

   * </ol>

   *

   * <li> ManagedElement </li>

   * <ol>

   * <li> name="NetworkR1";value="CompanyName/EMSname" </li>

   * <li> name="ManagedElement";value="ManagedElementName" </li>

   * </ol>

   *

   * <li> TopologicalLink </li>

   * <ol>

   * <li> name="NetworkR1";value="CompanyName/EMSname" </li>

   * <li> name="TopologicalLink";value="TopologicalLinkName" </li>

   * </ol>

   *

   * <li> PTP </li>

   * <ol>

   * <li> name="NetworkR1";value="CompanyName/EMSname" </li>

   * <li> name="ManagedElement";value="ManagedElementName" </li>

   * <li> name="PTP";value="PTPName" </li>

   * </ol>

   *

   * <li> CTP </li>

   * <ol>

   * <li> name="NetworkR1";value="CompanyName/EMSname" </li>

   * <li> name="ManagedElement";value="ManagedElementName" </li>

   * <li> name="PTP";value="" or "PTPName" </li>

   * <li> name="CTP";value="CTPName" </li>

   *
Note: if PTP is not blank then the CTP name is relative to the PTP name. 

   * 
      if the PTP is blank then the CTP name contains relevant PTP component.

   * </ol>

   **/ 

A.4
TMF CASMIM object access

CASMIM has both a fine-grained profile, and a class-grained profile.  The class-grained profile is mandatory, which the fine-grained profile is optional.  This annex discusses only the class-grained profile.

CASMIM has a single class per entity type, and one instance of this class is instantiated.

CASMIM is loosely typed, in that the data for each attribute is returned as a (name, type, anyValue) triple, defined as a feature of the entity.  A schema table is exposed by each agent, to allow the manager to determine the types of features the agent supports.

The data for termination points is returned in a struct.  

interface Termination2: AccessGroup2, AdministeredObject2

{

….

TerminationsAttributes2 get_terminations_attributes2(in TerminationIdentities target_objects,

        out Common::Error::CommonErrors target_errors) raises (Common::Error::CommonException);        

};

The names of the requested objects are passed as a sequence of stringified corba names, which is a hierarchic sequence of id,kind tuples.

    /** A structured name is a sequence of name components, each of which

    is a structure containing two string values, one for id and the other for kind, as defined in the Cos Naming service.

    <p>

    At some places in this model it is required to represent names as strings

    (for example in notifications).  Such stringification is performed according to

    the format defined in OMG document ptc/99-9.2.

    */

    typedef CosNaming::Name StructuredName;

   … 

    typedef Common::StructuredName TerminationIdentity;

    /** A list of <CODE>Termination</CODE> identities. */

    typedef sequence<TerminationIdentity> TerminationIdentities;

The inheritance of the entity is reflected by nested structs in the returned struct for the termination.:

struct ManagedObjectAttributes2 {

        ManagedObjectIdentity identity;

        string idl_version;

        Common::Strings idl_profiles;

        string configuration_state;

        string life_cycle_management;

        Common::StructuredNames names;

        Common::GenericData::Value user_label;

 

Common::Strings types;

   };

struct AccessGroupAttributes2 {

                      ManagedObjectAttributes2 managed_object;


    Subnetwork containing_subnetwork;


    AccessGroupIdentity containing_access_group;


    Common::StructuredName full_name;


    string local_name;


    Common::Location::Area location;



AccessGroupIdentity maps_to;


    long members_count;


    string role;


    Common::IntegerRanges termination_index_ranges;


    long terminations_in_use_count;


    Features supported_features; // flexible attribute list, see below


};

struct AdministeredObjectAttributes2 {

        string administrative_state;

        string operational_state;

    };

struct TerminationAttributes2 {

        AccessGroupAttributes2 access_group;

        AdministeredObjectAttributes2 administered_object;

        double cost;

        long index;

        long maximum_connection_cardinality;

        ConnectionIdentities supported_connections;


};

    typedef sequence<TerminationAttributes2> TerminationsAttributes2;

Flexible “attributes” of the termination are returned as “supportedFeatures”:

struct Feature {

        string name;

        string description;

        Common::GenericData::Schema value_format;

        boolean common_feature;

        boolean termination_feature;

    };

    /** A list of <CODE>Feature</CODE> structures. */

    typedef sequence<Feature> Features;

Schema data is the format used to pass flexible Feature values, as follows:

struct Schema {

            string name;

            string description;

            any type;

        };

A.5
TMN MCCM object access

Data is returned as XML documents.  One corba operation is the request (flexible) and the name of the return XML document is passed back in result of a corba operation.  Entities are referred to using hierarchic names.

/**


* Uploads a configuration from the subnetwork. The


* result is put in an XML file in the filesystem


* of the actor.


* The MIB of the subnetwork is iterated by means of


* containment search, using a SearchControl


* to control the search and the returned results.


*


* All MOs in the scope constitutes a set that the


* filter works on. The result of the upload is put


* in.


*


* @parm baseObject The start MO in the containment


*  tree. A null here means the the search


*   shall start at the subnetwork root instance.


* @parm search_control the SearchControl to use.


* @parm destination specifies the FTP address where


*  the result shall be placed in


*  the file system of the actor. It shall contain


*  an URL e.g.


* "ftp://nms.telecom_org.com/datastore/12345.mib"


* @parm config is a configuration identifier for


*   identifying this configuration in the


*   network.


*


* @raises UndefinedMOException The base MO does not


*   exist.


* @raises IllegalDistinguishedNameFormatException


*   The dn syntax string is malformed.


* @raises IllegalScopeTypeException The ScopeType


*   in scope contains an illegal value.


* @raises IllegalScopeLevelException The scope level


*   is negative (<0).


* @raises IllegalFilterFormatException The filter


*  string is malformed.


* @raises ConfigIdInUseException is thrown if the id


*   parameter is already used by the system


* @raises SystemBusyException is thrown if the system


*   can not handle the request due to limitiations


in number of concurrent activities.


* @see SearchControl


*/


void upload(in DistinguishedName baseObject,





  in SearchControl search_control,





  in string destination,





  in ConfigId config)



   raises (UndefinedMOException,
// Should not be there: it implies NEM









access during CORBA call





    IllegalDistinguishedNameFormatException,





    UndefinedScopeException,





    IllegalScopeTypeException,





    IllegalScopeLevelException,





    IllegalFilterFormatException,
// End of the mess!





    ConfigIdInUseException,
// OK





    SystemBusyException);

// OK

A.5
TMN MCCM object access

The 3GPP SA5 basic configuration management (from 3GPP TS 32.106-6 v3.0.0) uses a cmip like get attributes operation, as follows:

enum ScopeType 

    {

       BASE_ONLY,

       BASE_NTH_LEVEL,

       BASE_SUBTREE,

       BASE_ALL

    };

    /**

     * SearchControl controls the find_managed_object search,

     * and contains:

     * the type of scope ("type" field),

     * the level of scope ("level" field), level 0 means the "baseObject",

     *    level 1 means baseobject including its sub-ordinates etc..

     * the filter ("filter" field),

     * the result type ("contents" field).

     * The type, level and contents fields are all mandatory.

     * The filter field contains the filter expression. 

     *  The string "TRUE" indicates "no filter",

     * i.e. a filter that matches everything.

     */

    struct SearchControl 

    {

       ScopeType type;

       unsigned long level;

       FilterType filter;

       ResultContents contents;

    };

    /**

     * Represents an attribute: "name" is the attribute name

     * and "value" is the attribute value in form of a CORBA Any.

struct MOAttribute 

   {

      string name;

      any value;

   };

   typedef sequence<MOAttribute> MOAttributeSet;

   struct Result

    {

       DN mo;

       MOAttributeSet attributes;

    };

    typedef sequence<Result> ResultSet;

interface Iterator 

    {

       exception IllegalCountException {

          string reason;

       };

       boolean get_next_elements(in unsigned short howMany,

                                 out ResultSet fetchedElements)

          raises (IllegalCountException);

                void destroy();

       };

   typedef sequence<string> AttributeNameSet;

interface BasicCmIrpOperations

    {

CommonIRPConstDefs::VersionNumberSet get_basicCm_IRP_version();

Iterator find_managed_objects(in DN baseObject,  

                                     in SearchControl searchControl,

                                     in AttributeNameSet requestedAttributes)

          raises (UndefinedMOException,

                  IllegalDNFormatException,

                  UndefinedScopeException,

                  IllegalScopeTypeException,

                  IllegalScopeLevelException,

                  IllegalFilterFormatException,

                  FilterComplexityLimit);

    };
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