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1	Decision/action requested
In this box give a very clear / short /concise statement of what is wanted.
2	References
None.
3	Rationale
Some of the clauses were missing tabs in the title (7.1.1 and 7.1.1.1).
There are mentions of 'site operator' which due to the decision taken and captured in Annex B are no longer appropriate.
Figure 6.1.2-1 step 6 was 'IntfSubscriptionCtr'. This is corrected to 'NtfSubscriptionControl'.
In the procedure of 6.1.2, step 5, the text was wrong & has now been corrected.
Editor's Notes are removed:
	5.2.1
	Editor's Note: A reference to performance measurements can be added to the use case description summary above.
	A reference to Annex A:

	6
	Editor's Note:	Procedures that are examples of possible sequences of operations will be submitted as informative annexes not as sub-clauses of this clause. 
	This has been done. There is no need for this EN.

	6.1.2
	Editor's Note: The list of items a-k must be replaced by a definition of an DSORapidRecovery IOC. The specification remains incomplete until this IOC are defined.
	Addressed in S5-23zzzz "Rel-18 CR TS 28.318 NRM Definitions for coordinated rapid recovery"

	6.1.2
	Editor's Note: The list of items a-e must be replaced by a definition of an UPSInfo IOC. The specification remains incomplete until this IOC are defined.

	Addressed in S5-23zzzz "Rel-18 CR TS 28.318 NRM Definitions for coordinated rapid recovery"

	6.1.2
	Editor's Note: How to properly express step 5 is FFS.
	This is now clear that the UPSInfo IOC has been defined.

	
	
	



4	Detailed proposal
Changes are proposed be made to TS 28.318 v0.2.0.
Begin Change
[bookmark: _Toc143794512][bookmark: _Toc148099265][bookmark: _Toc148099274]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
Distribution System Operator: an organization that is responsible for operating, ensuring the maintenance of and, if necessary, developing the distribution system in a given area to meet demands for the distribution of electricity.
NOTE 1:	The organization is responsible also for interconnections with other systems and for enduring the long term availability of the system. See DIRECTIVE (EU) 2019/ 944 [2].
Distribution Automation: A family of technologies, systems and processes (including sensors, actuators, processors, communication networks, switches, etc.) that enable the remote, real-time monitoring, operation, and optimization of utility distribution systems on the field.
Remote Terminal Unit: a host in a customer network.
NOTE 2: How this equipment is operated is out of the scope of 3GPP standardization.
Uninterruptable Power Supply: an independent source of energy that, for a limited time duration, can sustain operations normally despite an interruption of energy distribution services. [11][12]

Customer Premises Equipment: a component of communications infrastructure that is installed in the facility owned by a customer. 
Energy Supply: The delivery of electricity to a physical location. This is typically realized by placing two or more wires coming from a DSO at a geographical location and connecting those wires to a metering device. 
NOTE 3:	The output of the metering device provides electricity to a DSO customer. In the Utility Industry this is known as the point of common coupling (PCC) [10].
Energy Supply ID: A unique identity that is assigned by the DSO to every point where electric Energy Supply is provided to an energy consumer. Each physical component of a 5G network may be associated with one Energy Supply ID. Every MOI in a MIB that collectively represents the physical component may be associated with that same Energy Supply ID.
NOTE: 	Multiple physical components of the 5G network may share the same Energy Supply ID (e.g. co-located components such as CU, DU and RU may have the same Energy Supply ID) although it cannot be assumed that different physical components share the same Energy Supply ID (a specific physical implementation cannot be mandated). The site operator has authority sufficient knowledge to associate an Energy Supply ID with a specific physical 5G network component. and by extension tThis Energy Supply ID could optionally be associated with every MOI that collectively represents the physical component. It is assumed that the site operator will inform the MNO of this association.
Rapid Intervention: A procedure described in Annex C.3 for support of recovery of the energy system for distribution systems without redundant topology.\
Rapid Recovery: A procedure described in Annex C.3 for support of communication service. 
site operator: A business entity who operates infrastructure on behalf of MNOs, in some networking scenarios, for base station(s) and/or cell site(s).
NOTE 4:	The site operator is the only entity to have a direct OAM&P connection to the network elements that comprise the site.
NOTE 5:	This entity supports telecommunications operations and management, e.g. in network sharing scenarios. The site operator is a Master Operator (MOP) as defined in 32.130. [4]
NOTE 6:	The site operator is not exposed to the DSO through mechanisms defined in the present specification, as described in Annex B. The involvement of the site operator is however important as it clarifies the expected semantics exposed by the MNO to the DSO, which consider all essential sites irrespective of how they are operated.
Next Change
5.2.1	Description
To monitor and control its distribution grid (see clause 4), the DSO uses thousands of 3GPP compatible UEs (User Equipment, [1]). These UEs are spread across a wide geographical area, just like the distribution grid the UEs support. The DSO uses the UEs to provide connectivity to the monitor and control infrastructure of the distribution grid. This infrastructure and its operation are outside the scope of the present document. This infrastructure has very high availability service requirements. To fulfil these requirements, highly available communication is required. To achieve this highly available communication, the DSO monitors performance of communications services they use. If and when the DSO deems it necessary, the DSO proactively activates additional communication services.
It is currently possible for a DSO to gather the following information autonomously, with no support of the standard defined in the present document.
The DSO knows the location (lat/long) of each of its UEs.
Because of a UE’s connectivity to the 3GPP network, details of the 3GPP connection (available in the UE radio module) are available to each UE.
The DSO knows the received signal strength at each UE.
The DSO knows the cellID of each UE.
The DSO knows the radio access technology providing the connection to each UE.
In addition to using the UEs to provide internet connectivity to the monitor and control infrastructure, the DSO regularly sends "over the top” signals (e.g. ICMP ping messages) between the UEs, and collects performance information on this traffic.  Example of this information include availability and latency in the entire data path connecting the UE with the DSO application server. This path may comprise other networks in addition to 3GPP networks, e.g. WAN networks.
The DSO is able to configure the frequency and granularity of the over-the-top data collection. Based on analysis of the collected over the top data, past and present, the DSO can determine, based on the current performance of the E2E connection, if a change to a backup communication system is merited.
Similar data is maintained by standards compliant 3GPP management systems. The DSO benefits from a means to supplement or replace the collected over-the-top data with information from the MNO 3GPP management system, as the data that is collected is more precise and specific to the 3GPP system instead of end-to-end. Using this data also benefits the DSO as they can more easily identify the root cause of problems, when they arise.
The use case is
1. The DSO contacts the MNO 3GPP Management system.
2. The DSO requests collection of performance measurements on specific cells or cells in a specific area, as described in Annex A.
3. The DSO registers to receive reports of the performance measurements.
4. The DSO can update or delete the configuration of the measurements or reports.
5. Reports are generated according to the request.

Editor's Note: A reference to performance measurements can be added to the use case description summary above.
Next Change
[bookmark: _Toc143794517][bookmark: _Toc148099279]6	Normative Procedures
Editor's Note:	Procedures that are examples of possible sequences of operations will be submitted as informative annexes not as sub-clauses of this clause. 

Next Change
[bookmark: _Toc148099282]6.1.2	Signal flow
1. createMOI (DsoRapidRecovery) Request
DSO
(MnS Consumer) 

MNO
(MnS Producer) 
 
3. createMOI Response

2. MOI will be created
6. createMOI(InNtfSubscriptionCtrl) Request 

4. IOC containing
UPS info instantiated
7. MOI will be created

8. CreateMOI Response 
Initialization
9. notifyMOIAttributeValueChanges
10. modifyMOIAttributes Request
11. modifyMOIAttributesResponse 
12. getMOIAttributeRequest  

13. getMOIAttributeResponse 
MNO informs DSO of the changes
DSO updates the information
DSO retrieves the changes
5. Notify MOI Creation 
 

Figure 6.1.2-1: Coordinated Rapid Recovery and strategic outage plan Procedure
1.	In order to be able to provide energy service outage and recovery related information for MNO, DSO sends createMOI request for creating an IOC which contains information attributes for outage and rapid recovery by DSO such as:
a)	Time stamp of DSO's energy distribution service outage 
b)	Locations (latitude-longitude pair and Energy Supply Id) where DSO's energy service outage occurs 
c)	Time by when DSO expects restoration of its distribution services for MNO.
d)	Time when DSO has restored its energy transmission service and starts expecting rapid intervention by MNO.
e)	Time duration for which DSO expects to require MNO's rapid intervention for being able to use smart energy services to restore its energy distribution services.
f)	Information of locations where for example DSO substations need to restore distribution services on priority.
g)	The time at which MNO will actually be able to provide rapid intervention to DSO.
h)	The time duration for which MNO will actually be able to provide rapid intervention to DS
i)	The information of locations where MNO will actually be able to provide rapid intervention to DSO.
j)	The time stamp at which DSO's energy distribution services are finally restored.
k)	The information of locations where (e.g. DSO substations) distribution energy service has been finally restored.
NOTE 1: Not all of the above will be configured at the time of IOC creation.
Editor's Note: The list of items a-k must be replaced by a definition of an DSORapidRecovery IOC. The specification remains incomplete until this IOC are defined.
2.	MnS producer in MNO creates the MOI that contains these information attribute records for the applicable sites. Which sites are applicable depends on the attributes sent in the createMOI request in step 1.
3.	createMOI response is sent by MNO MnS producer to DSO.
4.	The MNO creates an instance of the UPSInfo IOC. This IOC allows representing the UPS related properties of a cell site. It is name-contained by IOC created in step 1. This is required by DSO from MNO to achieve coordinated intelligent outage planning by DSO during its energy outage recovery. UPS related information of MNO site has to be:
a)	Information on whether the MNO site has UPS installed/available or not.
b)	Information on the total UPS backup capacity installed in MNO site (suggested granularity: number of in minutes) i.e. the MNO site UPS backup has installed capacity of how many minutes.
c)	Information on the status of the remaining UPS backup capacity (suggested granularity: number of minutes) available for MNO site at any given time.
d)	The identity of DSO energy supply meter present in MNO site.
e)	The identity of base station present in MNO site.
Editor's Note: The list of items a-e must be replaced by a definition of an UPSInfo IOC. The specification remains incomplete until this IOC are defined.
5.	Upon creation of the UPSInfo instance, the DSO MNO sends notfies the DSO using a NotifyMOICreation request to the MNOoperation.
Editor's Note: How to properly express step 5 is FFS.
6.	In order to be able to get automatically notified of any changes in the attributes information in the MOI, DSO sends createMOI request for NtfSubscriptionControl IOC to MNO.
NOTE 2: 	In step 6, if done, a subscription is created such that, subject to parameters in the NtfSubscriptionControl IOC, notifications are sent from the MNO to the DSO. This allows, for example, the MNO to notify the DSO of changes in the UPS backup capacity over time. This step is shown as step 9 below.
7.	MNO MnS producer creates the MOI for NtfSubscriptionControl IOC.
8.	createMOI response is sent by MNO MnS producer to DSO. 
9.	If there is a change in the attributes, the MNO sends a notifyMOIAttributeValueChanges notification to inform DSO about the changes.
NOTE 3:	In steps 10 and 11 below, there is a change in an attribute of the MOI. This is done by DSO to update MNO on the changes, e.g. information about an expected outage for a specific site. 
10.	DSO can modify/update any information like outage start time stamp by sending a modifyMOIAttributes request to MNO. DSO can create/read/update/delete (CRUD operations) the information in the MOI by using provisioning MnS (defined in TS 28.532).
11.	MNO MnS producer provides the modify response to the DSO. 
NOTE 4:	In steps 12 and 13 below, the DSO MnS requests and receives respectively the current value of one or more attribute(s). 
12.	DSO can also query the UPS related information as and when required by using the getMOIAttributes operation. For example the information could include identity of DSO energy supply meter, MNO base station, remaining UPS backup duration of a particular site, etc. DSO requests the required information from the MNO by using getMOIAttributes operation. 
13.	MNO provides the required information in the response to the DSO.
Next Change (editorial only)
[bookmark: _Toc148099285]7.1.1   	Performance Measurements
[bookmark: _Toc148099286]7.1.1.1 	Total cell In-Service duration
a)	This measurement provides the total time duration for which an active cell in a gNB-DU remains In-Service. The gNB-DU reports the Service Status of the Active cells to the gNB-CU. If the Service Status value is “In-Service” it means the active cell is operational, and it is able to serve UEs. The active cells are considered as In-Service until the gNB-DU reports the Service Status as “Out-Of-Service” to the gNB-CU. The gNB-DU reports the Service Status to gNB-CU using the GNB DU CONFIGURATION UPDATE messages.
b)	CC.
c)	This measurement is obtained in two steps. First step involves determining the time interval between the time stamps Tin and Tout. Where Tin is the time stamp when the Service Status is reported as “In-Service” for a cell by gNB-DU to gNB-CU and Tout is the time stamp when Service Status is reported as “Out-Of-Service” by gNB-DU to gNB-CU for the same cell in the GNB DU CONFIGURATION UPDATE messages. Second step involves summing up all these time intervals of a cell which fall within the desired observation time frame Tobv. This gives total in-service duration of a cell within the observation time frame Tobv. Where, Tobv is monitorGranularityPeriod  as defined in TS 28.622[X] clause 4.3.16.
d)	Each measurement is an integer value representing the number of minutes for which the cell was in-Service.
e)	SO.CellInServiceTotal.NCGI, where NCGI is NR Cell Global Identifier as defined in TS 28.541[A]. The number of measurements is equal to the number of NCGIs (cells).
f)	GNBCUCPFunction.
g)	Valid for packet switching.
h)	5GS.
[bookmark: _Toc148099292]Next Change
A.1.1.2	Signal flow
The DSO consumer wants to receive performance metric reports from a specific cell site. These reports are provided continuously over the monitoring interval with the requested granularity.  The DSO consumer is in possession of the following information:
the identity of the cell site: base station ID, or
the estimated location of the cell site antenna
NOTE: 	Based upon the identity of the cell site, the location of the cell site, or both, the supporting site operatorMNO provides to the DSO the full DN and any required scoping parameters for a PerfMetricJob MOI, a ThresholdMonitor MOI and a NtfSubscriptionControl MOI.
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Figure A.1.1.2-1

A. PerfMetricJob
1.	The DSO consumer sends createMOI to the producer with the following parameters: managedObjectClass = PerfMetricJob, managedObjectInstance = {DN supplied by the supporting site operatorMNO}, attributeListIn as defined in the following table:
	Attribute name
	Value

	administrativeState
	-

	operationalState
	-

	jobId
	<string, chosen by DSO>

	performanceMetrics
	TBD
<string>
DRB.AirIfDelayDL_fliter, DRB.AirIfDelayUl_filter,

DRB.UEThpDL, DRB.UEThpDL.QOS, DRB.UEThpDLSNSSAI, DRB.UEThpDL.PLMN,
DRB.UEThpUL, DRB.UEThpUL.QOS, DRB.UEThpULSNSSAI, DRB.UEThpUL.PLMN, 

DRB.PacketLossRateUL, DRB.PacketLossRateUL.QOS, DRB.PacketLossRateUL.SNSSAI 

and cell/network availability

	granularityPeriod
	<integer, defined in seconds, chosed by DSO>

	objectInstances
	included if supplied by the supporting site operatorMNO

	rootObjectInstances
	included if supplied by the supporting site operatorMNO

	reportingCtrl
	fileReportingPeriod = <integer, multiple of granularity period, chosen by DSO>

	_linkToFiles
	-



	In this example, report files shall be stored on MnS producer and, on condition that an appropriate subscription is in place, inform the MnS consumer about the availability of new files and the file location using the notifyFileReady notification. Other reporting configurations are possible according to attribute settings. 
2.	The producer creates “PerfMetricJob” data collection job and Files MOI to contain report information.
3.	The producer sends createMOI response to the DSO consumer with output parameters as defined in the following table:
	Attribute name
	Value

	attributeListOut
	name / value pairs of the attributes of the new object

	status
	OperationSucceeded | OperationFailed



The DSO consumer stores the attribute name/value pairs.
Metric production is now active on the in-scope object instances whose object class matches the object class associated to the specified performance metrics.
Repeat steps 1 - 3 for each cell site where performance metric information is wanted.
B. ThresholdMonitor
4.	The DSO consumer sends createMOI for ThresholdMonitor to monitor the requirement performance measurements including measurement for latency, packet loss, throughput and cell/network availability, using the following parameters: managedObjectClass = ThresholdMonitor, managedObjectInstance = {DN supplied by the supporting site operatorMNO}, attributeListIn as defined in the following table:
	Attribute name
	Value

	administrativeState
	-

	operationalState
	-

	thresholdInfoList
	list of ThesholdInfo <<datatype>>, one for each performance metric.  chosen by DSO

	monitorGranularityPeriod
	 <integer, defined in seconds, multiple of granularity period from PMJ MOI, chosen by DSO>

	objectInstances
	included if supplied by the supporting site operatorMNO

	rootObjectInstances
	included if supplied by the supporting site operatorMNO



In this example, a ThresholdInfo datatype will be included for each performance metric that was included in the creation of the corresponding PerfMetricJob MOI.
[ThresholdInfo will also contain an attribute for the location (Lat/long, TAC, cellid). This is used to scope the object instance to be monitored.]
5.	The producer creates “ThresholdMonitor” data collection job.
6.	The producer sends createMOI response to the DSO consumer with output parameters as defined in the following table:
	Attribute name
	Value

	attributeListOut
	name / value pairs of the attributes of the new object

	status
	OperationSucceeded | OperationFailed



	The DSO consumer stores the attribute name/value pairs.
Repeat steps 4 - 6 for each required MOI where threshold monitoring is required.
C. NtfSubscriptionControl
7.	The DSO consumer sends createMOI for NtfSubscriptionControl to subscribe for the required notiifcations with the follows parameters: managedObjectClass = NtfSubscriptionControl, managedObjectInstance = {DN supplied by supporting site operatorthe MNO}, attributeListIn as defined in the following table:
	Attribute name
	Value

	notificationRecipientAddress
	<string, address of the notification recipient>.

	notificationTypes
	notifyFileReady, notifyFilePreparationError, notifyThresholdCrossing

	scope
	included if supplied by the supporting site operatorMNO

	notificationFilter
	-



The address of the notification recipient is provided by the DSO. In this example, three notification types are allowed and none are filtered.
8.	The producer creates “NtfSubscriptionControl” job.
9.	The producer sends createMOI response to the DSO consumer with output parameters as defined in the following table:
	Attribute name
	Value

	attributeListOut
	name / value pairs of the attributes of the new object

	status
	OperationSucceeded | OperationFailed



	The DSO consumer stores the attribute name/value pairs.
Repeat steps 7 - 9 for each cell required MOI where threshold monitoring is required.

A.1.1.3	Signal flow – completion
The DSO consumer wants to end performance metric reports from a specific cell site which was previously setup for performance metric reporting. For ultimate deactivation of metric production and threshold monitoring the MnS consumer should delete the job and monitor to free up resources on the MnS producer. Deletion of NtfSubscriptionControl is mandatory according to 28.622 4.3.22.1.
NOTE:	 The supporting network operator provides to the DSO the full DN and any required scoping parameters for a PerfMetricJob MOI, a ThresholdMonitor MOI and a NtfSubscriptionControl MOI.
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Figure A.1.1.3-1
A. PerfMetricJob
1. The DSO consumer sends deleteMOI to the producer with the following parameters: baseObjectInstance = {DN supplied by the supporting site operatorMNO}, scopeType, scopeLevel and Filter are optional and shall be included if supplied by the supporting site operatorMNO.
2. The producer deletes “PerfMetricJob” data collection job.
3. The producr sends deleteMOI response to the DSO consumer with output parameters as defined in the following table:
	Attribute name
	Value

	deletionList
	LIST OF SEQUENCE <ManageedEntity DN, ManagedEntity class name>

	status
	OperationSucceeded | OperationFailed | OperationPartiallySucceeded



Best effort synchronization applies; all managed objects selected for this operation will perform the operation if possible regardless of whether some managed objects fail to perform it. The managed objects selected for this operation are specified by information provided by the supporting site operatorMNO.
When the "PerfMetricJob" is deleted, the ongoing reporting period shall be aborted, for streaming the ongoing granularity period.
B. ThresholdMonitor
4. The DSO consumer sends deleteMOI to the producer with the following parameters: baseObjectInstance = {DN supplied by supporting site operatorthe MNO}, scopeType, scopeLevel and Filter are optional and SHALL be included if supplied by the supporting site operatorMNO.
5. The producer deletes “ThresholdMonitor” data collection job.
6. The producr sends deleteMOI response to the DSO consumer with output parameters as defined in the following table:
	Attribute name
	Value

	deletionList
	LIST OF SEQUENCE <ManageedEntity DN, ManagedEntity class name>

	status
	OperationSucceeded | OperationFailed | OperationPartiallySucceeded



Best effort synchronization applies; all managed objects selected for this operation will perform the operation if possible regardless of whether some managed objects fail to perform it.

C. NtfSubscriptionControl
7. When the DSO consumer does not wish to receive notifications any more, it shall delete the corresponding NtfSubscriptionControl instance. The DSO consumer sends deleteMOI to the producer with the following parameters: baseObjectInstance = {DN supplied by supporting site operatorthe MNO}, scopeType, scopeLevel and Filter are optional and SHALL be included if supplied by the supporting site operatorMNO.
8. The producer deletes “NtfSubscriptionControl” job.
9. The producr sends deleteMOI response to the DSO consumer with output parameters as defined in the following table:
	Attribute name
	Value

	deletionList
	LIST OF SEQUENCE <ManageedEntity DN, ManagedEntity class name>

	status
	OperationSucceeded | OperationFailed | OperationPartiallySucceeded


Next Change
[bookmark: _Toc148099298]C.3	Scenario #2: Energy service recovery without redundant energy distribution topology
This use case is a variation on clause C.2 above.
In C.3, a redundant topology offers the opportunity to adjust the switching of medium voltage lines for energy distribution. When there is a failure of one of these lines, it is possible to adjust the topology to re-establish energy supply to all distribution substations.
This possibility exists only if there is a redundant topology. There are scenarios in which there is no redundant topology, either because a substation is remotely located or because the redundant topology is sufficiently damaged that a sufficient network cannot be re-established. This use case addresses these scenarios. 
[image: Asset 8leaf-severed]
Figure C.3-1: Local Failure Event of feeder of Distribution Substations without Redundant Topology
In figure C.3-1, there is a failure in the distribution line between Distribution Substation 2 and Distribution substation 3. This will result in a failure to supply energy to ES2, and thereby base station B.
In this use case, it is necessary to re-establish the energy supply between substation 2 and substation 3 prior to resuming service in substation 3 and 4.
Once this has been re-established the topology is restored as shown in Figure C.3-2.
[image: Asset 9leaf-reconnected]
Figure C.3-2: Restored Energy feeder to Distribution Substations
At the point when the distribution is again possible, it is necessary to resume service at distribution substation 3 and 4. However, as some time has elapsed, the UPS capacity of B will be exhausted. This will mean that any smart energy automated operations to distribution substation 3 and 4 will be impossible. Manual intervention to restart service will require substantially more time than automated response.
For this reason, this use case suggests a new operational capability to achieve rapid coordinated recovery. In this approach the DSO informs the MNO to reserve UPS capacity in certain sites, so that it will be possible to resume telecom operations subsequent to the resumption of energy distribution service. If energy distribution service does not resume, after the UPS capacity becomes exhausted, telecom operations will become impossible.
Use case actors
DSO network operations centre 'management system' 
The DSO network operations centre management system (DSO-MS) maintains operational information used for DSO network operations. The DSO-MS supports interfaces defined in this use case. All other aspects of the DSO-MS are out of scope of 3GPP specification. The DSO-MS is a consumer of the 3GPP management system.
MNO operations centre 'management system'
The MNO operations centre management system (MNO-MS) has and can expose operational information to DSOs concerning the network's configuration and status. The -MS as discussed in this use case can be considered a producer of management interfaces consumed by the DSO-MS. The MNO-MS is effectively a standardized subset of interfaces and semantics of the 3GPP management system. The MNO-MS is a 3GPP management system for 5G and the DSO-MS is not a 3GPP management system, however it supports mechanisms that are defined by 3GPP standards (e.g. it uses 'northbound interfaces' exposed by the 5G network management system.) 
Sites that are not managed by the MNO, e.g. for shared network operations, can be included in the exposed information and capabilities by means that are out of scope of 3GPP standardization.
Use case service flow 
Preconditions:
The purpose of the following description is to explain the scenario in which the energy utility operates a network by means of diverse accesses. It is important to mention that other access systems are used to access the energy utility site networks as well, but only access via the mobile telecommunication system is in of scope of this use case.
An energy utility maintains many energy distribution substations. Each is an energy utility infrastructure site that is responsible for distribution of energy to customer sites. This energy utility infrastructure site's operation requires smart energy services. The smart energy services are used to manage and control DSO equipment. This equipment is present on a local area network in the energy utility infrastructure site, which is accessed (e.g. as a VLAN) over any access. In this use case, the access that is used is 3GPP access. A UE is used effectively to carry DSO energy utility infrastructure site communication opaquely (that is, as encrypted traffic) to the Utility Service Provider Network. 
The DSO can obtain information from each UE that is used to provide access to the DSO networks. The DSO is, by means of this information obtained from UEs in the DSO network, aware of the Base station ID of the serving base station for each UE. 
NOTE 1:	The MNO exposed information regarding the base station ID and its associated Energy Supply ID and UPS status enables the DSO to determine which of the UEs deployed in their network will eventually be affected if the supply is out of service.
On a regular basis, e.g. daily, the DSO-MS reads information from the MNO-MS exposed 3GPP management system MnS Producer's exposed interfaces. The DSO-MS is aware which base stations each of the DSO's UE camp on. The DSO-MS is also aware of which base stations rely on which Distribution Substation. 
Service Flow: 
[image: ]
Figure C.3-3: Timeline for Restoration of a Distribution Substation
1.	At some time (T0) there is an outage incident either a planned or unplanned incident. 
2.	The DSO-MS uses the standardized mechanism to request information from the MNO-MS, to identify the UPS capacity, including remaining time of operation, of the base stations in the vicinity of the outage, where the distribution substations will need to be switched on and off.

This request may be done repeatedly, over time, so that the DSO-MS can track the status of the MNO-MS. The MNO-MS should inform the DSO-MS of the current UPS status for a specific Energy Supply ID.
NOTE 2:	It is especially important for the MNO-MS to inform the DSO-MS of the UPS status of sites that are Base Stations.
3.	At some subsequent time (T1), the energy utility begins restoration of energy feeder lines or other affected infrastructure. 
4.	The period of time that will elapse before the restoration of energy service from some set of distribution substations will be longer than the UPS capacity of the mobile infrastructure sites. This use case assumes that the MNO knows or can estimate the remaining time of operation after T0 given the UPS capacity of different mobile infrastructure sites, as received in step 2, shown as a, b, c, d in Figure Y.3-3. That is, T2 occurs after the UPS capacity is exhausted in the sites affected by the energy outage. This use case assumes that the DSO knows or can estimate time at which energy distribution service can resume, shown as T2 in figure 6.3.2-1. This may not be the exact time at which resumption of energy service can resume, which is shown as T3. T2 is an estimate when the energy feeder will have recovered, while T3 represents the time at which energy feeder service resumes and restoration of distribution is possible. 
5.	The energy feeder for one or more energy distribution substations is now complete. At this point, it will be possible to restore energy distribution. However, operations are required at the distribution substation. This can be performed by smart energy services remotely if there is network coverage. The starting time, when the MNO provides service with remaining UPS capacity, is shown in Figure C.3-3 as T3. The smart energy services to restore energy distribution services to all customers, including the MNO, is shown as T4.
	There are two alternatives for how the restoration can occur. Manually, as described in 6a, or with remote intervention, as described in 6b.
6a.	Without prior arrangement, there will be no UPS capacity remaining in the infrastructure that serves the distribution substations that have restored power. In this case, manual intervention is required to restore energy distribution. This will be complete after a substantial period of time (T5).
6b.	Alternatively, prior arrangement can be made so UPS capacity will remain in the infrastructure at the time it is needed to restore energy distribution service. This prior arrangement is described in the steps below, and consists of operations between the DSO-MS and MNO-MS.
	This Rapid Recovery process enables the situation that, at time (T3), the MNO is able to use remaining UPS capacity to offer telecommunication service at the time at which the DSO will perform remote operations by means of data communications to restore service in the sites affected by the outage, and operates them until the outage concludes.
6.b.1.	In this use case, the DSO-MS communicates to the MNO-MS:
-	the affected sites (identified by the associated Energy Supply IDs) by the outage
-	the time X after which recovery is possible
-	the time Y (that is a certain interval of time after X) that the recovery is expected to complete (a small number of minutes)
The MNO site operator (or the site operator of a site essential to the MNO that is operated by a third party, see annex B), knowing this, has the opportunity to manage the use of the UPS in the affected sites so that they do not exhaust at time (a, b, c, d, etc.). Rather, capacity sufficient for operation of the base station between time X and Y is reserved. Figure C.3-4 below shows a concrete example of this interaction.
[image: ]
Figure C.3-4: Example of Restoration Scenario of a Distribution Substation
Table C.3-1: Example Sequence of Restoration of a Distribution Substation
	Time
	Event

	00:34
	A storm rages and causes power lines to collapse in the mountain province. Energy distribution service by Distribution Substation 3 is no longer possible!

	00:36
	The DSO informs the MNO that there has been an energy distribution incident that will affect site S. The DSO expects to repair the medium voltage line by 02:45, and if telecommunications service permits it, remote control (using Distribution Automation and SCADA controls) of all sites served by Distribution Substation 3 can be restored - by 02:50.

In terms of the procedure step 5a, X=0:2:45, Y = 5 minutes.

	00:40
	The MNO conserves energy as appropriate to conserve 5 minutes of operating capacity of their UPS reserve.

	02:38
	The DSO informs the MNO that the feeder line is restored. Remote control restoration of service can begin now. This is T2 in Figure 6.3.2-1.

	02:43
	The MNO resumes operation at site S. The DSO is informed that the service has resumed.

	02:47
	The DSO completes distribution automation. Site S now has energy service. This is T4 in Figure 6.3.2-1.



6.b.2.	The DSO, after time (T3), employs smart energy services such as distribution automation or specific SCADA operations to restore service to customers rapidly.
6.b.3.	The incident concludes (T4). Energy distribution service has been restored to the MNO site(s) as well as other energy service customers.
6.b.4	The DSO-MS notifies the MNO-MS that the restore operation is complete.
Service flow result
T4 occurs before manual uncoordinated recovery of service would be successful (T5 in Figure C.3-3) Thus, alternative 6.b is superior to 6.a for both the site operatorMNO and the DSO.
Service is restored to distribution substation 3 and 4 at T4, within minutes of the restoration of the medium voltage line between distribution substation 2 and 3 T3. This is substantially faster than service could be restored if a technician had to visit distribution substation 2 and 3 - represented on Figure C.3-3 as T5. As a result, service is restored to the MNO sites affected more rapidly than in an uncoordinated incident.


End Change
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