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Start of First change
[bookmark: _Toc134633995][bookmark: _Toc120528545][bookmark: _Toc128685293][bookmark: _Toc129028567][bookmark: _Toc129030097][bookmark: _Toc129155964]6.2	ML training phase
[bookmark: _Toc120528547][bookmark: _Toc128685295][bookmark: _Toc129028569][bookmark: _Toc129030099][bookmark: _Toc129155966]6.2.B		ML training Configuration management
6.2.B.2		Use cases
[bookmark: _Toc120528553][bookmark: _Toc128685301][bookmark: _Toc129028575][bookmark: _Toc129030105][bookmark: _Toc129155972]6.2.B.2.W	Policy-based ML activation 
If the activation procedure is entirely relying on the MnS consumer to micro-manage every activation step, it would require extensive interaction between the MnS consumer and MnS producer. Yet, the activation procedure can also not be left fully to the MnS producer, as the producer may not have a “full picture” on other ML entities/capabilities that are currently in operation, activated on different MnS producers according to the MnS consumer's interests. The producer needs to be instructed by the MnS consumer on the ways to perform the right activations of ML capabilities through activation policies.
The policy-based activation may be instructed via one or more ML activation policies, where an ML activation policy is a sequence of tuples of conditions and activation settings that may be executed by the ML producer. Conditions may define specific outcomes on performance metrics for which a particular activation may be executed while activation settings define specific attributes of the ML capability activation scope (e.g., object or object type, network context, activation time window) for which ML capability should be activated.
One use of policy-based activation is the gradual activation of the ML capabilities. An ML Entity is generally responsible for a scope (e.g., a specific list of NR cells) of the radio coverage area, as either of a decision-making capability or an analysis capability. However, it is difficult to “predict” or quantify the benefits of using an ML entity in a given context, before using it. So, it is necessary to ensure that ML training capabilities of an ML entity are activated in a gradual way, through “phased activation steps”. E.g., for a sub scope of the ML Entity which is gradually expanded as confidence is gained that the ML entity performs well. 	Comment by Intel - Yizhi Yao: The gradual activation applies to inference phase, rather than training phase. Maybe you can consider to capture in another pCR for activation/deactivation for inference phase.
For example, gradual activation may activate the ML entity only for a limited or specific number of cells covering part of a geographical coverage area and not the whole city or only for a limited time period (say between 18:00 and 6:00) rather than for the entire operation time. The ML training MnS should include a capability to activate ML entities for a sub scope and gradually progressively increase the scope.

6.2.B.3	Requirements for ML training Configuration management
Table 6.2.B.3-1
	Requirement label
	Description
	Related use case(s)

	REQ-ML_POL_ACT-1:
	The ML training MnS producer should have a capability enabling an authorized MnS consumer to provide policies for activation of ML capabilities, the policies instructing the ML MnS producer on how and when to activate which ML capabilities.  
	Policy-based ML activation (clause 6.2.B.2.W)

	REQ-ML_POL_ACT-2:
	the ML training MnS producer should have a capability to activate the ML capabilities based on the policies specified by the ML MnS consumer
	Policy-based ML activation (clause 6.2.B.2.W

	REQ-AIML_ INF_ACT-4:
	The ML training MnS producer responsible for management should have a capability to allow an authorized MnS consumer to partially and progressively activate or deactivate the ML training capabilities for an ML entity or an ML training function. 
	Policy-based ML activation (clause 6.2.B.2.W
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