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1	Decision/action requested
For approval
2	References
[1]	3GPP TR 28.834 V0.1.0 Study on Management of Cloud Native Virtualized Network Functions
3	Rationale
This contribution proposes to add background information to explain the ETSI NFV definition of cloud native VNF.
4	Detailed proposal
[bookmark: _Toc49757787]This contribution proposes to make the following changes in [1].
[bookmark: _Toc95755608]
	1st change



[bookmark: _Toc14666]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[x]	ETSI GS NFV-EVE 011 “Specification of the Classification of Cloud Native VNF implementations”

	2nd change



4	Concepts and background
Editor's note: this clause will contain concepts and background of relevant studies in other SDOs or industry parties.
4.x	Cloud-native related concepts from ETSI NFV
ETSI NFV has described in ETSI GS NFV-EVE 011 [x] a set of characteristics which relate to cloud-native virtualized network functions (VNFs). A cloud-native VNF may have one or several of the following characteristics:
Redundancy – Resiliency may be achieved on VNF level through redundancy of VNFCs, or resiliency may be achieved on NS level through redundancy of VNFs.
Fault Monitoring and Failure Detection – Cloud-native VNFs are expected to be equipped with appropriate mechanisms to monitor and support the general operational health of the VNF.
Scaling – One of the mechanisms is to support scaling by adding/removing VNFC instances, in response to changed demand loads. Another mechanism is to add/remove VNF instances to an NS and share the load between those.
Decomposition – Composition of VNFs using NFV granular functions enables instantiating and deploying only the essential VNFC functions as needed for the service. NFV micro-services and container technologies may be used for composition of VNFs.
Location independence – Cloud-native VNFs can be instantiated in any location that meets the performance, latency or regulatory requirements of the network service.
Use of APIs – Interaction between VNFC or between VNFs is through APIs.
Automated Instantiation and Configuration – Cloud-native VNF should be automatically configured or self-configured where possible.
Load Balancing – Load balancer systems distribute the traffic between VNFs or between components (VNFCs) inside a VNF instance.
Automated Resource Management – For the separation of infrastructure resource management and VNF resource management, the two are logically decomposed and are handled in separate management components or through an infrastructure planning process.
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