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	1st  Change
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7.14.1			Procedure of feasibility checking of network slice subnet
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Figure 7.14-2 Network slice subnet feasibility check procedure
1) Network Slice Subnet Management Service Provider (NSSMS_Provider) receives a provisioning NSSI request (e.g., AllocateNssi request (see AllocateNssi operation defined in clause 6.5.2), ModifyNssi request (see modifyMOIAttributes operation defined in TS 28.532 [8])) from Network Slice Subnet Management Service Consumer (NSSMS_Consumer) with network slice subnet related requirements (e.g. Area information, User Number, traffic demand, QoS Quality, whether the requested network slice instance could be shared). The request is evaluated and initial resources to be allocated are identified.
2) [Optional] NSSMS_Provider may request information and updates from NSSMS_Provider and Other_MS_Provider regarding the resources. 
3)	NSSMS_Provider sends reservation requests to Other Management Service Providers (Other_MS_Provider), e.g., MANO, TN manager. NSSMS_Provider receives responses with information regarding reserved resources, e.g., their availability, identification information of reserved resources and so on. 
4)	NSSMS_Provider evaluates the responses to determine if the network slice subnet requirements can be satisfied.
5)	If feasible: 
5.a)	NSSMS_Provider is ready for provisioning.
5.b)	[Optional] Acknowledgement regarding reservation check results can be sent to NSSMS_Customer.
6)	If not feasible, 
6.a)	NSSMS_Provider cancels reservations, optionally may receive acknowledgement.
6.b)	NSSMS_Provider is not ready for provisioning.
6.c)	NSSMS_Provider may send negative acknowledgement regarding results of reservation check to NSSMS_Customer.

1) Network Slice Subnet Management Service Provider (NSSMS_Provider) receives a feasibility check with or without reservation job creation request (see createMOI operation defined in TS 28.532 [8]) from Network Slice Subnet Management Service Consumer (NSSMS_Consumer) with feasibility check and reservation requirements (see FeasibilityCheckJob IOC defined in S5-222245). The request is to check whether the network slice subnet related requirements (i.e. SliceProfile) can be satisfied and optionally be requested to be reserved. The resourceReservationIndicator attribute in the request may indicate whether reservation is also requested or not.
2) NSSMS_Provider allocates the Job Id for the FeasibilityCheckJob
3) NSSMS_Provider creates the FeasibilityCheckJob instance and configures the attribute "SliceProfile". NSSMS_Provider starts the executing the feasibility check process and sends the Feasibility Job Id to NSSMS_Consumer.
4) NSSMS_Provider sends the feasibility check job creation response with FeasibilityCheckJob job id (see createMOI operation defined in TS 28.532 [8]) requests to NSSMS_Consumer. 
5) NSSMS_Provider performs feasibility check locally on whether the resources are available
6) NSSMS_Provider may send the asynchronous notification on the current feasibility status to NSSMS_Consumer
7-9) NSSMS_Provider may send synchronous request to other MnS producer(s) to check the feasibility for the network slice subnet constituent with same network slice subnet feasibility check procedure and get the response immediately and it may then send the asynchronous notification on the current feasibility status to NSSMS_Consumer
10-14) NSSMS_Provider may send asynchronous request (by asking it to create some local jobs)  to other MnS producer(s) to check the feasibility for the network slice subnet constituent with same network slice subnet feasibility check procedure, and whenever it gets the response for those jobs and it may then send the asynchronous notification on the current feasibility status to NSSMS_Consumer
15-16) Based on the received asynchronous response from other MnS Producers, NSSMS_Provider may send the updated notification on the feasibility check job status.
17) NSSMS_Provider may send final notification with the feasibilityCheckResult is feasible or not.
18-20) Once after step-4, NSSMS_Consumer can query NSSMS_Provider, for the feasibility check job status any time and get the same.
Note that NSSMS_Provider may perform Reservation Process when resourceReservationIndicator is True and feasibilityCheckResult is feasible

7.14.2			Procedure of Resource Reservation of network slice subnet
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Figure 7.14-2 Network slice resource reservation procedure
1) Network Slice Subnet Management Service Provider (NSSMS_Provider) receives a Reservation job creation request (which may be followed by a feasibility check job) (see createMOI operation defined in TS 28.532 [8]) from Network Slice Subnet Management Service Consumer (NSSMS_Consumer) with  reservation requirements. The request is to check whether the network slice subnet related requirements (i.e. SliceProfile) can be reserved. The feasibilityCheckJobRef attribute in the request may optionally indicate the associated feasibility check job.
2) NSSMS_Provider allocates the Job Id for the ReservationJob
3) NSSMS_Provider creates the ReservationJob instance and configures the attribute "SliceProfile". NSSMS_Provider starts the executing the reservation process and sends the Reservation Job Id to NSSMS_Consumer.
4) NSSMS_Provider sends the feasibility check job creation response with ReservationJob job id (see createMOI operation defined in TS 28.532 [8]) requests to NSSMS_Consumer. 
5) NSSMS_Provider performs reservation locally on with the available resources
6) NSSMS_Provider may send the asynchronous notification on the current reservation status to NSSMS_Consumer
7) The NSSMS_ Provider can optionally estimate (based on the estimated maximum duration of the complete Network Slice subnet provisioning procedure) the requestedMinExpiration, a timestamp, that indicates the requested earliest expiration of the reservation. NSSMS_Provider may send synchronous request (requestedMinExpiration) to other MnS producer(s) to reserve the resources for the network slice subnet constituent and gets the response immediately. 
8) In response, other MnS producer(s) may indicate an expiration timestamp(reservationExpirationTime), the maximum time till when the resources will be reserved before they must be committed. In other words, the MS_Provider(s) will guarantee the reserved resources only until reservationExpiration and if the provisioning/allocation process is not completed by then, may free or allocate them for other use.
If a request to complete the provisioning/allocation comes after reservationExpiration and the reserved resources have already been freed, the responding management service shall reject the request.
9) NSSMS_Provider may send the asynchronous notification on the current reservation status to NSSMS_Consumer
10-12) Similarly,  NSSMS_Provider may send asynchronous request (by asking it to create some local jobs configured with  requestedMinExpiration )  to other MnS producer(s) to reserve the resources for the network slice subnet constituent. In other words, the MS_Provider(s) will guarantee the reserved resources only until reservationExpiration and if the provisioning/allocation process is not completed by then, may free or allocate them for other use.
If a request to complete the provisioning/allocation comes after reservationExpiration and the reserved resources have already been freed, the responding management service shall reject the request.
13-14) NSSMS_Provider may send the asynchronous notification whenever it receives asynchronous notification for the local reservation jobs
15-16) Based on the received asynchronous response from other MnS Producers, NSSMS_Provider may send the updated notification on the reservation job status.
17) NSSMS_Provider evaluates the responses from the other MS_Provider(s) to determine if the network slice requirements can be reserved successfully or and it determines the earliest expiration timestamp (reservationExpiration) from constituent MS_Providers.
If NSSMS_Provider Evaluation conclusion ="Reservation Success"
18-19) Optionally, it may inform the MS_Providers for the constituent NSSIs about the earliest reservationExpiration so that they can adapt (i.e., shorten) their reservation.
20) NSSMS_Provider sends the asynchronous notification with RESERVATION_SUCCESSFUL status
Else NSSMS_Provider Evaluation conclusion ="Reservation Failure"
21-23)  NSSMS_Provider cancels it's reserved resources and asks other MnS producer(s)  to cancel their reserved resources
24) NSSMS_Provider sends the asynchronous notification with RESERVATION_FAILED status
25-27) Once after step - 4, NSSMS_Consumer can query NSSMS_Provider, for the reservation job status any time and get the same.
28-34) NSSMS_Consumer wants to commit the Reservation and sends the commit request to NSSMS_Provider and which sends it to Other MnS Producer(s) and the resources are committed and Commit Ack sent by NSSMS_Provider/Other MnS Provider(s)
35-41) NSSMS_Consumer does not want to commit the Reservation and sends the cancel request to NSSMS_Provider and which sends it to Other MnS Producer(s) and the resources are cancelled and Cancel Ack sent by NSSMS_Provider/Other MnS Provider(s) 


	End of Change
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