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Foreword
[bookmark: spectype3]This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
should		indicates a recommendation to do something
should not	indicates a recommendation not to do something
may		indicates permission to do something
need not	indicates permission not to do something
can		indicates that something is possible
cannot		indicates that something is impossible
will		indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not		indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
[bookmark: introduction][bookmark: _Toc26174752]Introduction
[bookmark: scope][bookmark: _Toc26174753]
1	Scope

[bookmark: references][bookmark: _Toc26174754]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2] 	3GPP TS 28.550: "Management and orchestration; Performance assurance".
[3]	3GPP TS 28.533: "Management and orchestration; Architecture framework".
[4]	3GPP TS 28.530: "Management and orchestration; Concepts, use cases and requirements".
[5]	3GPP draft TR 28.861: "Study on the Self-Organizing Networks (SON) for 5G networks".
[6] 	3GPP TR 28.805: "Study on management aspects of communication services".
[7]	3GPP TS 28.554: "5G end to end Key Performance Indicators (KPI)".
[8]	3GPP TS 28.552: "Management and orchestration; 5G performance measurements".
[9]	3GPP TS 22.101: "service aspects; service principles".
[10]	3GPP TS 32.500: "Telecommunication management; Self-Organizing Networks (SON); Concepts and requirements".
[11]	3GPP TS 37.816: "Study on RAN-centric data collection and utilization for LTE and NR".
[12]	3GPP TS 37.320: "Radio measurement collection for Minimization of Drive Tests (MDT); Overall description".
[13]	3GPP TS 23.501: "System Architecture for the 5G System (5GS); Stage 2".
[14]	3GPP TS 28.310: "Energy efficiency of 5G".




[bookmark: definitions][bookmark: _Toc26174755]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc26174756]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
<defined term>: <definition>.
[bookmark: _Toc26174757]3.2	Symbols
For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>

[bookmark: _Toc26174758]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
MDA	Management Data Analytics
MDAS	Management Data Analytics Service
[bookmark: clause4][bookmark: _Toc26174759]4	Concepts and overview
Editor’s note: this clause is to accommodate the concepts and overview of MDA/MDAS. 
[bookmark: _Toc26174760]4.1	Overview
The Management Data Analytics is defined in TS 28.550 [2] and has also been mentioned by various other technical specifications and reports including for example TS 28.533 [3], TS 28.530 [4], TR 28.861 [5] and TR 28.805 [6]. 
The MDA provides a capability of processing and analysing the raw data related to network and service events and status (e.g., performance measurements, Trace/MDT/RLF/RCEF reports, QoE reports, alarms, configuration data, network analytical data, and service experience data from AFs, etc.) to provide analytics report (including recommended actions) to enable the necessary actions for network and service operations.
The MDA, in conjunction with AI and ML techniques, brings intelligence and automation to the network service management & orchestration.
MDA can help to perform management tasks in preparation, commissioning, operation as well as in the termination phases. For example, MDA can support service provisioning by preparing service catalogues, evaluating network requirements for a new service and carrying out feasibility check. During operation phase, the MDA can identify ongoing issues impacting the performance of the network and service, and discover in advance the potential issues that would cause potential failure and/or performance degradation. The MDA can also assist to predict the network and service demand to enable the timely resource provisioning and deployments which would allow fast time-to-market network and service deployment.
The MDAS can be consumed by various consumers, for instance the MFs (i.e., MnS service producers/consumers for network and service management), NFs (e.g., NWDAF), SON functions, network and service optimization tools/functions, SLS assurance functions, human operators, and AFs, etc. 
The MDA is an enabler for the automation and cognition of the network and service management & orchestration.

[bookmark: _Toc26174761]5	MDA process and role
Editor’s note: this clause is to accommodate the MDA process (in connection with AI/ML techniques), relation between MDA and SON, relation between MDA and NWDAF, position of MDAS producer  in SBMA, etc.
[bookmark: _Toc26174762]5.1	MDA role in management loop
The MDA forms a part of the management loop (which can be open loop or closed loop, see TS 32.500 [10]), and it brings intelligence and generates value by processing and analysis of management and network data, where the AI and ML techniques may be utilized.
The MDA plays the role of Analytics in the management loop illustrated in figure 5.X-1 below.



Figure 5.1-1: Analytics in management loop
Observation: The observation of the managed networks and services. The observation involves monitoring and collection of events, status and performance of the managed networks and services, and providing the observed/collected data (e.g., performance measurements, Trace/MDT/RLF/RCEF reports, network analytics reports, QoE reports, alarms, etc).
Analytics: The data analytics for the managed networks and services. The MDA described in the TR plays the role of Analytics in the management loop. The MDA prepares, processes and analyzes the data related to the managed networks and services, and provides the analytics reports for root cause analysis of ongoing issues, prevention of potential issues and prediction of network or service demands. The analytics report contains the description of the issues or predictions and optionally the recommended actions. Techniques such as AI and ML (e.g., ML model) may be utilized with the input data including not only the observed data of the managed networks and services, but also the execution reports of actions (taken by the execution step). The MDA classifies and correlates the input data (current and historical data), learn and recognize the data patterns, and makes analysis to derive inference, insight and predictions.
Decision: The decision making for the management actions for the managed networks and services. The management actions are decided based on the analytics reports (provided by MDA) and other management data (e.g., historical decisions made) if necessary. The decision may be made by the consumer of MDAS (in the closed management loop), or a human operator (in the open management loop). The decision includes what actions to take, and when to take the actions.
Execution: The execution of the management actions according to the decisions. During the execution step, the actions are carried out to the managed networks and services, and the reports (e.g., notifications, logs) of the executed actions are provided.
[bookmark: _Toc19796745][bookmark: _Toc26174763]5.2	Management interaction with NWDAF
There are two types of data analytics services, one is the network data analytics service provided by NWDAF, another is the MDAS provided by 3GPP management system. The MDAS producer provides the analytics data for management purposes based on the data related to different types of NFs, e.g., data reported from gNB and other core network functions. The MDAS producer may use the analytics result of NWDAF as input.
Figure 5.2-1 shows an example of the coordination between NWDAF and MDAS producer for data analytics purpose.
1.	The NWDAF may consume the MDAS for identified scenarios and provide analytics service for 5GC NF for control purpose. 
2.	The CN Domain MDAS producer may consume the service provided by NWDAF and other 5GC NFs and provide analytics data for management purpose.
3.	The RAN Domain MDAS producer may consume the service provided by gNB and provide analytics data for management purpose.
 
Figure 5.2-1: Example of coordination between NWDAF and MDAS producer for data analytics 
Figure 5.2-2 shows another example of the coordination between NWDAF and MDAS producer for data analytics purpose.
1.	The NWDAF may consume the MDAS for identified scenarios and provide analytics service for 5GC NF for control purpose.
2.	The Domain MDAS producer may consume the service provided by NWDAF, other 5GC NFs and gNB, provide analytic data for management purpose.

Figure 5.2-2: Example of coordination between NWDAF and MDAS producer for data analytics
[bookmark: _Toc26174764]6	Use cases, potential requirements and possible solutions
[bookmark: _Toc26174765]6.1	Coverage related issues
[bookmark: _Toc26174766]6.1.1	Coverage issue analysis
[bookmark: _Toc26174767]6.1.1.1	Use case
The coverage issue may cause various UE and network failures and degrade the network performance offered the UEs.
The coverage issue could be a weak coverage, a coverage hole, a pilot pollution, an overshoot coverage, or a DL and UL channel coverage mismatch as described in clause 5.1.1, 3GPP TS 37.816 [11]. The weak coverage may result in low success rate of random access, paging, RRC connection establishment and handover, low data throughput, more abnormal releases of RRC connection, DRB retainability, QoS flow and/or PDU session resources, and dissatisfied QoE. The coverage hole is a more severe problem and would further lead to the UE out of service in the area.
The 5G related coverage issue may exist only in 5G (i.e., 5G issue only with good coverage provided by other RATs) or exist in all RATs (i.e., no RAT provides good coverage in the area).
Coverage performance should be assured to guarantee user service experience. It is desirable that the coverage issue can be detected by MDA from the various symptoms, together with the geographical and terrain data and the configuration parameters of the RAN. 
Once the coverage issue is detected, the MDAS producer provides the analytics report that precisely describes the coverage issue, and the analytics report needs to contain sufficient information to enable the MDAS consumer (e.g., SON CCO function) to take the remedy actions. The MDAS producer may also provide the recommended actions to solve the identified coverage issue in the analytics report, so that the MDAS consumer can execute the actions accordingly or by taking the recommended actions into account.
The MDAS producer is informed when the actions are taken by the MDAS producer consumer to solve the coverage issue described in the analytics report, so that the MDAS producer can start evaluating the result of the executed actions.
The MDAS producer gets the execution reports describing the actions taken by the MDAS consumer, and takes the execution reports into account to fine-tune the accuracy of the future (new or updated) analytics report.
The MDAS producer also provide update(s) of the analytics report to indicate the status change (e.g., solved, mitigated or deteriorated) of the coverage issue.
[bookmark: _Toc26174768]6.1.1.2	Potential requirements
REQ-COV_ANA-CON-1	The MDAS producer should have a capability to provide the analytics report describing the coverage issue.
REQ-COV_ANA-CON-2	The analytics report describing the coverage issue should contain the following information:
-	The identifier of the coverage issue described in the analytics report;
-	Indication of whether the coverage issue is weak coverage or coverage hole, a pilot pollution, an overshoot coverage, or a DL and UL channel coverage mismatch;
-	The start time and end time of the coverage issue;
-	The geographical area and location where the coverage issue exists;
-	Root cause of the coverage issue;
-	Whether the coverage issue exists in 5G only or in all RATs;
-	The cells affected by the coverage issue;
-	The severity level (e.g., critical, medium, or cleared) of the coverage issue;
-	The recommended actions to solve the coverage issue.
[bookmark: _Toc26174769]6.1.1.3	Possible solutions
[bookmark: _Toc26174770]6.1.1.3.1	Solution description
The MDAS producer correlates, processes and analyzes the data described in the following subclause within a time period on a regular basis or trigged by events (e.g., the RLF reports) to identify the coverage issue, and provide the analytics reports to describe the identified coverage issues (which could be new issues or the updates of existing issues).
[bookmark: _Toc26174771]6.1.1.3.2	Data required for coverage issue analysis
The following table describes the data required for coverage issue analysis:
	Data category
	Required data

	Performance measurements
	-	Average/distribution of UE reported RSRPs/RSRQs/SINRs of the serving cell when the TA (Timing Advance) or UE rx-tx applied to the UEs is in a specific range;
-	Average/distribution of UE reported RSRPs/RSRQs/SINRs of each neighbour cell when the UE reported RSRPs/RSROs of the serving cell is in a specific range, measured per NCR (neighbour cell relation), per SSB index and per CSI-RS index of each NCR;
-	Number of abnormal releases of DRBs, QoS flows, PDU sessions, and UE contexts in the serving cell measured per SSB index and per CSI-RS index

	MDT reports
	MDT reports containing RSRPs and RSRQs of the serving cell and neighbour cells reported by each UE with anonymous id (e.g., C-RNTI) and location information.

	RLF reports
	RLF reports containing RSRP(s) and RSRQ(s) of the serving cell and neighbour cells reported by each UE with anonymous id (e.g., C-RNTI) and location information.

	RECF reports
	RCEF reports containing RSRP(s) and RSRQ(s) of the serving cell and neighbour cells reported by each UE with anonymous id (e.g., C-RNTI) and location information.

	UE location reports
	UE location information provided by the LCS with the anonymous id (e.g., C-RNTI) which can be used to correlate with the MDT/RLF/RCEF reports.

	QoE reports
	Editor’s note: the level of details of QoE reports required in this solution for FFS.

	Geographical data and terrain data of the RAN
	-	The geographical information (longitude, latitude, altitude) of the deployed RAN (gNBs and eNodeBs, antennas, sector carrier equipments, etc.).
-	The terrain data for the area of the deployed RAN.
Editor’s note: which MnS provides this kind of data is FFS.

	Configuration data
	-	The current NRMs containing the attributes affecting the RAN coverage, such as maximum transmission power of the cell, directions and tilts of the antennas or beams, etc.
-	The NRM update reports (notifications or logs) containing the creations or changes of the MOIs (Managed Object Instance) affecting the RAN coverage.



[bookmark: _Toc26174772]6.1.1.3.3	Analytics report for coverage issue
The analytics report describing the coverage issue contains the following information:
-	Coverage issue identifier: The identifier of the coverage issue;
-	Coverage issue type indication: Indication that the coverage issue is weak coverage or coverage hole, pilot pollution, overshoot coverage, or DL and UL channel coverage mismatch;
-	Start time: The start time of the coverage issue;
-	Stop time: The stop time of the coverage issue;
-	Location: The geographical area and location where the coverage issue exists;
[bookmark: OLE_LINK2]-	Root cause: Root cause of the coverage issue, e.g., weak transmission power, blocked by constructions, restricted by terrain, etc;
-	RAT indication: Indication that the coverage issue exists in 5G only or in all RATs;
-	Affected objects: The MOIs of the cells affected by the coverage issue;
-	Severity level: The severity level (e.g., critical, medium, cleared) of the coverage issue;
-	Recommended actions: The recommended actions to solve the coverage issue. The recommended action could be re-configurations of coverage related attributes, creation of new cells or beams, or manual operations to add or change the physical units.
Editor’s Note: Quantification of severity levels is FFS.
[bookmark: _Toc26174773]6.2	Resource related issues
[bookmark: _Toc26174774]6.2.1	RAN user plane congestion analysis
[bookmark: _Toc26174775]6.2.1.1	Use case
With the development of diverse communication services and the increasing number of connections, user data volume demanded by end users grows rapidly which may not be satisfied by the current deployed 5G network. 
In clause 3.1 of TS 22.101 [9], the RAN user plane congestion is defined as the situation where the demand for RAN resources to transfer user data exceeds the available RAN capacity to deliver the user data for a significant period of time in the order of few seconds or longer. The case where a short-duration burst of user plane traffic is not identified as RAN congestion.
Due to the complexity of 5G network and wireless environment, multiple types of performance deteriorate are related with RAN user plane congestion, e.g., high drop rate of PDCP PDU, the full PRB utilisation, inappropriate mobility parameters configuration or inefficient usage of radio resources. The root causes should be analysed and identified to help to resolve the RAN user plane congestion and improve the end users’ experience, e.g., the issue of lack of physical or virtual resources or unsuitable resources allocation, unsuitable mobility parameters. The recommended actions may also be provided, e.g., recommended policies of physical and virtual resources allocation, possible means to improve the radio condition, load balancing mechanisms etc.
The producer of MDAS is able to, from the perspective of the management aspects, provide the user plane data congestion analytics report related to a specific cell, specific network slicing instance or subnetwork. This analytics report can be considered as an input to support SLS assurance to perform further evaluation.
Editor’s Note: The more detailed descriptions of user plane congestion are FFS.
[bookmark: _Toc26174776]6.2.1.2	Potential requirements
REQ-CONG_ANA-CON-1: The MDAS producer shall be able to provide the analytics report describing the RAN user plane congestion problem.
REQ-CONG_ANA-CON-2: The analytics report describing the RAN user plane congestion problem should contain the following information:
-	The identifier of the RAN user plane congestion;
-	Indication of the RAN user plane congestion type;
-	The start time and end time of the RAN user plane congestion;
-	The geographical area and location where the RAN user plane congestion affects;
-	 Root cause of the RAN user plane congestion;
-	The objects affected by the RAN user plane congestion;
-	The severity level of the RAN user plane congestion;
-	The recommended actions to solve the RAN user plane congestion problem.
[bookmark: _Toc26174777]6.2.1.3	Possible Solutions
[bookmark: _Toc26174778]6.2.1.3.1	Solution description
The MDAS producer correlates and analyses the management data described in the following subclause to identify the RAN user plane congestion problems. As the table in 6.2.1.3.3 shows, the analytics report is able to be provided by the MDAS producer to describe the root causes and recommendations of identified RAN user plane problem. This procedure may be triggered by the request or periodically. 
[bookmark: _Toc26174779]6.2.1.3.2	Data required for RAN user plane congestion problem
Following table shows the potential data required to analyse the RAN user plane congestion problem.
	Data Category
	Required Data

	Performance Measurements
	UE throughput: The IP throughput of end users, see clause 5.1.1.3 of TS 28.552 [8]; 
Radio resource utilization: The usage of physical radio resource utilization of the network, see clause 5.1.1.2 of TS 28.552[8];
PDCP Data Volume: The transmitted PDCP data volume, see clause 5.1.2.1 and 5.1.3.6 of TS 28.552 [8];
TB related measurements: The TB transmitted in a cell, see clause 5.1.1.7 of TS 28.552 [8];
CQI related measurements: the distribution of Wideband CQI (Channel Quality Indicator) reported by UEs in the cell, see clause 5.1.1.11 of TS 28.552 [8];
MCS related Measurements: the distribution of the MCS scheduled for PDSCH RB by NG-RAN, the distribution of the MCS scheduled for PUSCH RB by NG-RAN, see clause 5.1.1.12 in TS 28.552 [8];
RAN UE throughput: A KPI that shows how NG-RAN impacts the service quality provided to an end-user, see clause 6.3.6 of TS 28.554 [7];
Throughput for network slice instance: Upstream/Downstream throughput for network and Network Slice Instance, see clause 6.3.2 and clause 6.3.3 of TS 28.554 [7];
Throughput at N3 interface: Upstream/Downstream GTP data throughput at N3 interface, see clause 6.3.4 and clause 6.3.5 of TS 28.554 [7];

	MDT Data
	UE measurements related to RSRP, RSRQ, SINR and UE location information.

	QoE Data
	The details information of QoE data required by this case is FFS.

	Configuration Data
	The execution data including the changes or the configuration of the MOIs related with RAN user plane congestion.



Note: The above parameters may not be the complete list.
[bookmark: _Toc26174780]6.2.1.3.3	Analytics report for RAN user data congestion
Following table shows the potential information carried in the analytics report of RAN user plane congestion.
	Analytics Report of RAN user plane congestion
	Attribute Name
		Description

	
	Resource issue identifier
	The identifier of the RAN user plane congestion 

	
	RAN user plane congestion type indication
	Indicator of the root cause of the RAN user plane congestion, e.g., PRB resources shortage, unsuitable resource allocation, inappropriate mobility parameters configuration, inefficient usage of radio resources

	
	Start time
	The start time of the RAN user plane congestion problem

	
	Stop time
	The end time of the RAN user plane congestion problem

	
	Location
	The geographical area or the cells where the RAN user plane congestion exists

	
	Root cause
	The root cause of the UP congestion issue, e.g. poor radio condition, inappropriate radio resource allocation, bad handover parameters etc

	
	Affected objects
	The MOIs of the cells or subnetworks or network slices affected by the RAN user plane congestion problem

	
	Severity level
	The severity level (e.g., critical, medium, not important) of the RAN user plane congestion  

	
	Recommended actions
	The recommend actions to solve the RAN user plan congestion problem. The recommended actions could be to update the policies of physical and virtual resources allocation, improve the radio condition quality, or optimize load balancing mechanisms.



Editor’s Note: Quantification of severity levels is FFS.

[bookmark: _Toc26174781]6.2.2	Resource utilization analysis
[bookmark: _Toc26174782]6.2.2.1	Use case
The network is a resource limited system, so the ideal resource utilization for the network is that the required resources can be sufficiently allocated while no waste of resources to cause additional CapEx and OpEX.
The resources usage for a network, a portion of network or a network slice could be higher or lower in different time periods depending on the traffic patterns. The traffic patterns could vary in different geographical areas (e.g., business area, entertainment area and residential area) of the network, and could vary for different network slices. It could happen that at some point in some areas or network slices the resources are in shortage status while in some other areas or network slices there are abundant resources. This may result in that the users cannot be satisfactorily served in some areas or network slices due to lack of resources even though the overall maximum capacity is sufficient. Resource shortage may lower down the user data throughput, prolong the user data delay, raise the rejections and failures for establishment of new connections (e.g., RRC connection), sessions (e.g., PDU session) and resources (e.g., QoS flows, DRBs, etc.) and increase the drops of the existing connections, sessions and resources.
Therefore, it would be desirable that the spare resource of the under-utilized usage areas or network slices can be re-allocated to areas or network slices that requires more resources within the same period of time to prevent the resource shortage from happening. 
The MDA can analyze the current and historical performance data related to resource usage and network traffic for the network or network slices, and identify the ongoing issues on resource utilization and predict the potential issues.
The MDAS producer provides the analytics report describing the ongoing and/or potential resource utilization issues to the authorized consumers. The issues need to be described precisely, including (but not limited to) the information about which part of the network or network slice has encountered or is going to encounter the resource utilization issue, it is resource shortage or resource excess, in which time period, etc. The MDAS producer may also provide the recommendations to solve the resource utilization issues in the analytics report.  The recommended actions may be for example to schedule the “scale-in” and “scale out” of VNFs to dynamically (re-)allocate the virtualized resources to where they are needed, or to create/update the resource allocation policy for different network slices to allow the network slices getting different percentage of resources in different time periods according the traffic patterns.
The MDAS producer gets the execution reports of the actions taken by the MDAS consumer to solve the resource utilization issue, and takes the execution reports into account in the following analysis.
The MDAS producer continue analyzing the reported issue and provides update(s) if there is any status change (e.g., solved, mitigated or deteriorated) till it is solved.
[bookmark: _Toc26174783]6.2.2.2	Potential requirements
REQ-RES-ANA-1	The MDAS producer should have a capability to provide the analytics report describing the resource utilization issue.
REQ-RES-ANA-2	The analytics report describing the resource utilization issue should contain the following information:
-	The identifier of the resource utilization issue;
-	Indication that it is an ongoing issue or potential issue;
-	The time period(s) during which the resource utilization issue has happened or is going to happen;
- 	Indication that resource issue is shortage or excess in each time period;
-	Percentage of resource shortage or excess in each time period;
-	The network entities involved in the resource utilization issue;
-	The network slices involved in the resource utilization issue;
-	The recommended actions to solve the resource utilization issue.
[bookmark: _Toc26174784]6.2.2.3	Possible solutions
TBD
[bookmark: _Toc26174785]6.3	SLS assurance related issues
[bookmark: _Toc26174786]6.3.1	E2E latency analysis
[bookmark: _Toc26174787]6.3.1.1	Use case
Latency is one of the SLA parameters for URLLC services. User data packets should be successfully delivered within certain time constraints to satisfy the end users requirements. 
Latency could be impacted by the network capability and network configurations, e.g. configuration of service priority, RAN capacity, network load, number of re-transmissions, Wireless channel environment and the processing time of the network functions, etc. These factors may be the root cause if the latency requirements cannot be achieved. Packet transmission latency may dynamically change if one or multiple of these factors change. The latency requirement should be assured even if some of the network conditions may degrade. There are some mechanisms to assure latency, e.g. to upgrade the service priority, allocate or reserve more network resource, prepare backups. 
From the management perspective, resource configuration and allocation algorithms or policies should support latency assurance. E2E latency is the latency across multiple domains, e.g. RAN domain, core network domain and transport network domain. MDAS can be utilized to provide E2E latency analysis to support SLS assurance.
[bookmark: _Toc26174788]6.3.1.2	Potential requirements
REQ-LATENCY_ASS-CON-1: MDAS producer shall have the capability to provide analytics report describing the E2E latency problem.
REQ-LATENCY_ASS-CON-2: The analytics report describing the E2E latency problem should include the following information:
-	The identifier of the E2E latency issue;
-	Indication of E2E latency issue type;
-	The start time and end time of the E2E latency issue;
-	The geographical area and location where the E2E latency issue exists;
-	 Root cause of the E2E latency issue;
-	The objects affected by the E2E latency issue;
-	The severity level of the E2E latency issue;
-	The recommended actions to solve the E2E latency issue.
[bookmark: _Toc26174789]6.3.1.3	Possible solutions
[bookmark: _Toc26174790]6.3.1.3.1	Solution description
The performance measurements, e.g., network latency, UE throughput, network resource utilization and packet loss can be utilized for E2E latency analysis. To support E2E latency assurance in order to satisfy the latency requirements from the vertical users, MDAS producer is able to provide the analytics report as defined in 6.3.1.3.3 related with E2E latency analytics triggered by event or periodically.
[bookmark: _Toc26174791]6.3.1.3.2	Required data for E2E latency analysis
The management data required to analyze the E2E latency are defined as the following table.
	Input data
	Data type
	Description

	S-NSSAI
	Service data
	“S-NSSAI” as defined in clause 5.15.2, TS 23.501 [13]. MDAS may derive network topology information according to S-NSSAI

	Performance measurement
	Measurement data
	Packet delay: “packet delay” measurement as defined in clause 5.1.1.1, clause 5.1.3.3, TS 28.552 [8];
IP Latency measurements: “IP Latency measurements” as defined in clause 5.1.3.4, TS 28.552 [8];
Round-trip GTP Data Packet Delay: “Round-trip GTP Data Packet Delay” as defined in clause 5.4.1.9, TS 28.552 [8];
End-to-end Latency of 5G Network: “End-to-end Latency of 5G Network” as defined in clause 6.3.1, TS 28.554 [7];
UE throughput: The IP throughput of end users, see clause 5.1.1.3 of TS 28.552 [8]; 
RAN UE throughput: A KPI that shows how NG-RAN impacts the service quality provided to an end-user, see clause 6.3.6 of TS 28.554 [7];
Throughput for network slice instance: Upstream/Downstream throughput for network and Network Slice Instance, see clause 6.3.2 and clause 6.3.3 of TS 28.554 [7];
Throughput at N3 interface: Upstream/Downstream GTP data throughput at N3 interface, see clause 6.3.4 and clause 6.3.5 of TS 28.554 [7];
Radio resource utilization: The usage of physical radio resource utilization of the network, see clause 5.1.1.2 of TS 28.552[8];
CQI related measurements: the distribution of Wideband CQI (Channel Quality Indicator) reported by UEs in the cell, see clause 5.1.1.11 of TS 28.552 [8];
MCS related Measurements: the distribution of the MCS scheduled for PDSCH RB by NG-RAN, the distribution of the MCS scheduled for PUSCH RB by NG-RAN, see clause 5.1.1.12 in TS 28.552 [8];

	MDT Data 
	Measurement data
	UE measurements related to RSRP, RSRQ, SINR and UE location information, see TS 37.320 [12].



Note: The above parameters may not be the complete list.

[bookmark: _Toc26174792]6.3.1.3.3	Analytics report for E2E latency analysis
Following table provides the potential contents of the analytics report of E2E latency analysis.
	Analytics Report of E2E latency analysis
	Attribute Name
	Description

	
	SLS assurance issue Identifier
	The identifier indicates the SLS assurance issue

	
	Indication of SLS assurance issue type
	Indicates the type of the SLS assurance issue, e.g., RAN latency issue, CN latency issue, TN latency issue.

	
	Location
	The geographical area and location where the E2E latency issue exists

	
	Start time
	The start time of the E2E latency issue

	
	Stop time
	The stop time of the E2E latency issue

	
	Root cause
	The root cause of the E2E latency degradation, e.g. coverage issue, load issue in RAN, load issue in CN, low throughput in RAN, low throughput in CN etc.

	
	Affected objects
	The MOIs of cells, subnetwork or network slices affected by the E2E latency issue;

	
	Severity level
	The severity level (e.g., critical, medium, not important) of the E2E latency issue;

	
	Recommended actions
	The recommended actions to solve the E2E latency issue, e.g., resource radio resources re-allocation in gNB, scaling the VNF.



Editor’s Note: Quantification of severity levels is FFS.
[bookmark: _Toc26174793]6.4	Fault management related issues
[bookmark: _Toc17787977][bookmark: _Toc26174794]6.4.1	Alarm incident analysis
[bookmark: _Toc26174795]6.4.1.1	Use case
In 5G network, millions of alarms are generated due to the network complexity. Since the topological relations between different network elements and logical relations between different generated alarms, a series of alarms caused by a same root cause should be correlated with each other. In addition, the same root causes may give rise to the network performance deterioration. For example, an alarm in a lower layer of the communication protocol stack may cause multiple alarms in higher layers. Sequence of alarms may be generated in multiple domains along a communication link if one fault in the source domain occurs. 
Large amount of alarms brings difficulties in network operation and maintenance. Therefore, the alarms and deteriorated performance measurements of same root cause should be correlated and analysed. Some ML models and algorithms may be used to group or filter the correlated alarms and indicate the root cause. Also, the historical alarms, performance measurements and network topology data can be utilized as the foreknowledge. 
To improve the efficiency of network operation and maintenance, the MDAS producer is able to provide the analytics result including the root alarm or root cause by correlate and group the related alarms and performance measurements into an alarm incident. 
[bookmark: _Toc26174796]6.4.1.2	Potential requirements
REQ-ALARM_MDA-01:	The MDAS producer shall have a capability to provide the analytics report describing the alarm incident analysis.
REQ-ALARM_MDA-02:	The analytics report describing the alarm incident should include the following information:
-	Alarm incident Identifier
-	List of Correlated Alarms, performance measurements 
-	The start time and end time of the Alarm incident
-	The root cause or root alarm of the Alarm incident
-	Severity level
-	Affected objects
-	Recommended actions
[bookmark: _Toc26174797]6.4.1.3	Possible Solutions
[bookmark: _Toc26174798]6.4.1.3.1	Solution description
The MDAS producer correlates and analyses the management data described in the following subclause to identify the alarm incident. As the table in 6.4.1.3.3 shows, the analytics report is able to be provided by the MDAS producer to describe the root causes and recommendations of identified alarm incident. This procedure may be triggered by the request or periodically. 
[bookmark: _Toc26174799]6.4.1.3.2	Data required for alarm incident analysis
Alarm data and performance measurements from correlated logical and physical resources are able to be utilized to perform the alarm incident analysis. The data listed in following table are the potential management data used to construct the alarm incident.
Table 6.4.1.3.2-1: Potential data required for alarm incident analysis
	Data Category
	Required Data

	Alarm Data
	The alarm information, e.g., the alarm of NG-U, the alarm of radio frequency unit, the alarm of cell outage.
The types of alarms are FFS.

	Performance measurements
	The deteriorated performance or the abnormal performance measurements based on certain performance monitoring threshold. Following performance measurements may be used.
UE throughput: The IP throughput of end users, see clause 5.1.1.3 of TS 28.552 [8]; 
PDCP Data Volume: The transmitted PDCP data volume, see clause 5.1.2.1 and 5.1.3.6 of TS 28.552 [8];
TB related measurements: The TB transmitted in a cell, see clause 5.1.1.7 of TS 28.552 [8];
CQI related measurements: the distribution of Wideband CQI (Channel Quality Indicator) reported by UEs in the cell, see clause 5.1.1.11 of TS 28.552 [8];
MCS related Measurements: the distribution of the MCS scheduled for PDSCH RB by NG-RAN, the distribution of the MCS scheduled for PUSCH RB by NG-RAN, see clause 5.1.1.12 in TS 28.552 [8];
RAN UE throughput: A KPI that shows how NG-RAN impacts the service quality provided to an end-user, see clause 6.3.6 of TS 28.554 [7];
Throughput for network slice instance: Upstream/Downstream throughput for network and Network Slice Instance, see clause 6.3.2 and clause 6.3.3 of TS 28.554 [7];
Throughput at N3 interface: Upstream/Downstream GTP data throughput at N3 interface, see clause 6.3.4 and clause 6.3.5 of TS 28.554 [7];
Inter-gNB handovers: Number of requested/successful handover/failed handover preparations/resource allocations/executions, see clause 5.1.1.6.1 of TS 28.552 [8].
Intra-gNB handovers: Number of requested/successful handover executions, see clause 5.1.1.6.2 of TS 28.552 [8].
RRC connection establishment related measurements: Attempted/ successful RRC connection establishments, see clause 5.1.1.15 of TS 28.552 [8].
RRC connection Re-establishment and RRC connection Resuming related measurement, see clause 5.1.1.17 and 5.1.1.18 of TS 28.552 [8].
Packet loss rate, Packet drop rate and Packet delay including the average delay and distribution of delay in CU-UP, F1-U, gNB-DU, CU-UP both of downlink and uplink.

	Configuration Data
	The execution data including the changes or the configuration of the MOIs.

	Network topology
	The topology of the network deployment.



Editor’s Notes: The data above may not be the complete list for alarm incident detection, other types of management data may also be utilized.
[bookmark: _Toc26174800]6.4.1.3.3	Analytics report for alarm incident analysis
Following table provides the potential information of the analytics report for alarm incident analysis.
	Analytics Report of alarm incident 
	Information
	Description

	
	Alarm Incident Identifier
	The alarm incident id or name for correlated alarms and performance measurements, e.g., NgU transmission alarm incident, Xn transmission alarm incident.

	
	List of Correlated AlarmInfo
	List of Alarm name or alarm ID, e.g., alarm of NgU setup, alarm of user plane link failure, alarm of user plane failure, alarm of cell outage.

	
	List of Correlated performance measurements info
	Performance measurements and the corresponding value, e.g., NgU handover failure rate, NgU setup failure rate.

	
	Location
	The geographical area or the cells where the alarm incident exists

	
	Start Time
	The start time of alarm incident

	
	Stop Time
	The end time of alarm incident

	
	Affected objects
	The MOIs, e.g., the MOIs of cells or subnetworks or network slices affected by the alarm incident

	
	Root cause or Root alarm
	Root alarm identified or predicted by root cause decision model, e.g. alarm of NgU setup

	
	Severity level
	The severity level (e.g., critical, medium, not important) of the alarm incident

	
	Recommended actions
	The recommend actions to clear the alarm incident. The recommended actions could be to replace the hardware unit, reconfigure the protocol, e.g., Xn application protocol



[bookmark: _Toc26174801]6.5	Mobility management related issues
[bookmark: _Toc26174802]6.5.1	Handover optimization
[bookmark: _Toc26174803]6.5.1.1	Use case
Current handover specifications in radio adopts the mechanism where gNB is selected for handover. The gNB accepts or reject the request depending on various aspects. In virtualized environment, the HO may be rejected due to inadequacy of available resources with the target gNB. The resource may include virtual resource (e.g., compute, memory) and/or radio resource (e.g., PRB, RRC connected users). If the HO request is rejected, UE will try to connect to a different gNB until the request is successfully accepted by a gNB. This mechanism results in wastage of UE and network resources. It also brings inefficiency in network procedures.
It is desirable to use MDAS (Management data analytic service) to provision/select a particular gNB for handover in order to avoid HO rejections. MDAS producer provides analytical report containing the current and future/predicted resource consumption status for the target gNB. The analytical report also provides recommended actions to optimize the target gNB for handover. Based on the report MDAS consumer adjusts (e.g., scale-out/up the virtual resource, re-schedule/optimize radio resource) the resources before continuing with the handover.
[bookmark: _Toc26174804]6.5.1.2	Potential requirements
REQ-HO_OPT_CON-1		The MDAS producer should have a capability to provide the analytics report describing the resource consumption to authorized consumers based on the current and future virtual resource consumption of gNB.
REQ-HO_OPT_CON-2		The MDAS producer should have a capability to provide the analytics report describing the resource consumption to authorized consumers based on the current and future radio resource consumption of gNB.
REQ-HO_OPT_CON-3		The analytics report describing the resource consumption should contain the following information describing the current and future resource consumption:
-	Assigned virtual, radio, and transport resources for target gNB.
-	Consumed virtual, radio, and transport resources for target gNB.
-	Projected virtual, radio and transport resource usage in near future for target gNB.
-	Indication on whether the target gNB is optimal for handover.
-	Recommended action to optimize the target gNB for handover.
[bookmark: _Toc26174805]6.5.1.3	Possible solutions
TBD
[bookmark: _Toc26174806]6.6	Energy efficiency related issues
[bookmark: _Toc26174807]6.6.1	MDA assisted energy saving
[bookmark: _Toc26174808]6.6.1.1	Use case
Energy saving is a critical issue for the 5G operators. Energy saving is achieved by activating the energy saving mode of the NR capacity booster cell, and the energy saving activation decision making may be based on the load information of the related cells and the energy saving policies set by operators as specified in TS 28.310 [14]. 
The composition of the traffic load could be studied (e.g., the percentage of high-value traffic in the traffic load). The variation of traffic load may be related to the network data (e.g., historical handover information of the UEs or network congestion status). Collecting and analysing (using some machine learning tools) the network data may provide predictions related to the trends of traffic load. The composition and the trend of the traffic load may be used as references for making decision on energy saving.
MDAS can be used to provide the composition of the traffic load and the trend of the traffic load to assist the energy saving related decision making.
[bookmark: _Toc26174809]6.6.1.2	Potential requirements
TBD
[bookmark: _Toc26174810]6.6.1.3	Possible solutions
TBD

[bookmark: _Toc26174811]7	Conclusions and recommendations
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