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1
Decision/action requested

In this box give a very clear / short /concise statement of what is wanted.
2
Rationale

It is proposed to delete the editor’s notes that has been solved in TS 28.554
	Start of Change


6
End to end KPI definitions


6.1
KPI Overview

The KPI categories defined in [2] will be reused by the present document.

6.2       Accessibility KPI
6.2.1    Registered Subscribers of network and network Slice Instance

a) Registered Subscribers of Single Network Slice Instance
b) This KPI describe the total number of subscribers that are registered to a network slice instance. 

c) This KPI is obtained by counting the subscribers that are registered to a network slice instance.
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6.2.2    Registration success rate of one single network slice instance

a) Registration success rate of one single network slice instance

b) This KPI describes the ratio of the number of successfully performed registration procedures to the number of attempted registration procedures for the AMF set which related to one single network slice instance and is used to evaluate accessibility provided by the end-to-end network slice instance and network performance.

c) This KPI is obtained by successful registration procedures divided by attempted registration procedures.
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d) AMF.5GSRegisAtt.Type
AMF.5GSRegisAttachSucc.Type
Note: Above measurements with subcounter .Type should be defined in 3GPP TS 24.501 [4].


e) 5GS

f) Accessibility

g) Percentage

h) RATIO

6.3       Integrity KPI

6.3.1    End-to-end Latency of 5G Network

a) End-to-end latency of 5G network

b) This KPI describes the end to end packet transmission latency through the RAN, CN, and TN part of 5G network and is used to evaluate utilization performance of the end-to-end network

c) This KPI is the RTT end to end latency of UE IP packets transmitted from UE to the N6 interface in the 5G network. The N6 interface is the reference point between UPF and DN. 
d) E2ELatency
e) End-to-end latency 

f) 5GS

g) Integrity KPI

h) time interval (millisecond)
i) MEAN

6.3.1.1  Downlink latency in gNB 

a) Downlink latency for IP packets through gNB in split scenario. 

b) This KPI describes the gNB part of the packet transmission latency experienced by an end-user. It is used to evaluate the gNB latency contribution to the total packet latency. 

c) This KPI is the average (arithmetic mean) of the time from reception of IP packet to gNB until transmission of first part of that packet over the air interface, for a packet arriving when there is no previous data in queue for transmission to the UE. 

d) DownlinkLat = DRB.PdcpF1Delay + DRB.RlcSduLatencyDl or optionally DownlinkLat.QoSx = DRB.PdcpF1Delay.QoSx + DRB.RlcSduLatencyDl.QoSx where QOS identifies the target quality of service class. 

e) DRB.PdcpF1Delay, DRB.RlcSduLatencyDl, DRB.PdcpF1Delay.QoS, DRB.RlcSduLatencyDl.QoS, 

f) NG-RAN 

g) Integrity KPI 

h) time interval (microsecond)

i) MEAN
6.3.2    Upstream Throughput for Network andNetwork Slice Instance

a) Upstream throughput for network and network slice instance.
b) This KPI describe the upstream throughput of one single network slice instance by computing the packet size for each successfully transmitted UL IP packet through the network slice instance during each observing granularity period and is used to evaluate integrity performance of the end-to-end network slice instance. 

c) This KPI is obtained by upstream throughput provided by N3 interface from NG-RAN to UPF which is related to the single network slice instance.

d) 
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6.3.3    Downstream Throughput for Single Network Slice Instance

a) Downstream throughput for network and network slice instance.
b) This KPI describe the downstream throughput of one single network slice instance by computing the packet size for each successfully transmitted DL IP packet through the network slice instance during each observing granularity period and is used to evaluate integrity performance of the end-to-end network slice instance.

c) This KPI is obtained by downstream throughput provided by N3 interface from NG-RAN to UPF which is related to the single network slice instance.

d) 
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6.3.4    Upstream Throughput at N3 interface

a) Upstream GTP data throughput at N3 interface.
b) This KPI describe the total number of octets of all incoming GTP data packets on the N3 interface (measured at UPF) which have been generated by the GTP-U protocol entity on the N3 interface, during a granularity period. This KPI is used to evaluate upstream GTP throughput integrity performance at the N3 interface. 

c) This KPI is obtained by measuring the GTP data upstream throughput provided by N3 interface from NG-RAN to UPF, during the granularity period.  

d) UGTPTS=SUM (GTP.InDataOctN3UPF)/timeperiod) at UPF
e) GTP.InDataOctN3UPF 
f) 5GS

g) Integrity

h) Kbit/s

i) MEAN

6.3.5    Downstream Throughput at N3 interface

a) Downstream GTP data throughput at N3 interface.

b) This KPI describe the total number of octets of all downstream GTP data packets on the N3 interface (transmitted downstream from UPF) which have been generated by the GTP-U protocol entity on the N3 interface, during a granularity period. This KPI is used to evaluate integrity performance at N3 interface.

c) This KPI is obtained by measuring the GTP data downstream throughput provided by N3 interface from UPF to NG-RAN, during the granularity period.

d) DGTPTS=SUM (GTP.OutDataOctN3UPF)/timeperiod) at UPF
e) GTP.OutDataOctN3UPF 

f) 5GS

g) Integrity

h) Kbit/s

i) MEAN

6.3.6    RAN UE Throughput

6.3.6.1
Definition

a)RAN UE Throughput.

b)A KPI that shows how NG-RAN impacts the service quality provided to an end-user. 

c)Payload data volume on MAC level per elapsed time unit on the air interface, for transfers restricted by the air interface.

d)RAN UE Throughput DL = DRB.UEThpDl and 

RAN UE Throughput UL = DRB.UEThpUl

or optionally RAN UE Throughput DL for single 5QI/QCI =  DRB.UEThpDl.QoS and 
RAN UE Throughput UL for single 5QI/QCI =  DRB.UEThpUl.QoS 
e)DRB.UEThpDl, DRB.UEThpUl, DRB.UEThpDl.QoS, DRB.UEThpUl.QoS
f)NG-RAN 

g)Integrity 

h)kbits/s

i)MEAN

6.3.6.2
Extended definition

To achieve a Throughput measurement (below examples are given for DL) that is independent of file size and gives a relevant result it is important to remove the volume and time when the resource on the radio interface is not fully utilized. (Successful transmission, buffer empty in figure below).
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Figure 1

To achieve a throughput measurement that is independent of bursty traffic pattern, it is important to make sure that idle gaps between incoming data is not included in the measurements. That shall be done as considering each burst of data as one sample.

Editor’s note: the content in c) needs to be verified (if measurements should be on MAC layer).

6.4       Utilization KPI
6.4.1   Mean number of PDU sessions of network and network Slice Instance

a) Mean number of PDU sessions of Single Network Slice Instance
b) This KPI describe the mean number of PDU sessions that are successfully established in a network slice instance. 

c) This KPI is obtained by successful PDU session establishment precedures of SMFs which is related to the network slice instance.

d)  PDUSesMeanNbr=Sum (SM.MeanNbrSession) over SMFs
e) PDUSessionNum
f)  5GS

g)  Utilization

h)  Erlang

i) MEAN

6.4.2    Virtualised Resource Utilization of Network Slice Instance

a)  Virtualised resource utilization of single network slice instance

b) This KPI describes utilization of virtualised resource (e.g. processor, memory, disk) that are allocated to a network slice instance.

Editor’s note: This KPI only discuss the scenario when NF is not shared between different network slice instances, the virtualised resource utilization when NF is shared between different network slice instances is FFS.

c) This KPI is obtained by the usage of virtualised resource (e.g. processor, memory, disk) divided by the system capacity that allocated to the network slice instance

d)
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e)   MeanProcessorUsage

MeanMemoryUsage

MeanDiskUsage

System capacity indicates amount of virtualised resource which allocated to the network slice instance.

f) 5GS

g) Utilization KPI

h) Percentage
i) Ratio
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