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Decision/action requested




This document is submitted for discussion and endorsement.
2
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3
Rationale

3.1 Edge computing concept and background
Edge computing is a method of optimising cloud computing system by performing data processing at the edge of the network. This feature in mobile network will make UE closer to the resource of data in the network. This approach reduce communication between edge computing platform and centeral data center. This approach will also reduce expected latency between UE and data in edge computing platform. 
MEC (Multi-access Edge computing) ISG, former name was Mobile Edge Computing, is founded in ETSI and now in second phase. Multi-access Edge Computing offers application developers and content providers cloud-computing capabilities and an IT service environment at the edge of the network. The documentated service sceanrios can be seen in [1] ETSI GS MEC-IEG 004. 
ETSI GS MEC 003 [2] specifies the Mobile Edge Computing (MEC) Framework and Reference Architecture. ETSI GS MEC 003 contains a figure (shown below) of the mobile edge reference architecture. 
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Figure 6-1: Mobile edge system reference architecture
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ETSI GS MEC 009 [3] documents design principles for developing mobile edge service APIs. 
In mobile network, distributed EPC can be considered as a typical deployment scenario for edge computing, since edge computing resource in telecom network are the common IT platform capable to run EPC VNFs. In 5G Core, UPF may also be deployed to the location close to UE. TS 23.501 specified the role of edge computing to support run operator and 3rd party applications that can comsume network capabilities exposed by 5G network.
The functionalities that support edge computing includes:

· User plane (re)selection;

· Local Routing and Traffic Steering;

· Session and service continuity to enable UE and application mobility;

· Network capability exposure: 5G Core Network and Application Function to provide information to each other; and so on.
3GPP system supports multiple northbound API-related specifications (e.g. APIs for Service Capability Exposure Function (SCEF) functionalities). 3GPP SA6 has started to define a common API framework (CAPIF) that includes common aspects applicable to any northbound service APIs. The functional model, procedures and information flows to support CAPIF can be seen in [10] 3GPP TS 23.222. 
3.2 MEC influcence in network slice management context
Edge computing enables operator and 3rd party services to be hosted close to the UE's access point of attachment, so as to achieve an efficient service delivery through the reduced end-to-end latency and load on the transport network. The 5G Core Network selects a UPF close to the UE and executes the traffic steering from the UPF to the local Data Network via a N6 interface.
Network slice managment system should be able to deploy a network slice instance supporting edge computing cases. The support of network slice management to edge computing in 5G include:

· Network slice service description that contain the 3rd party connectivities, that is supported by NST and/or NSST; and,
· Network configuration and re-configuration to support operator or 3rd service deployment.

Currently, application deployment is out scope of network slice mamagnement. 5G management system may or may not involve application deployment, moniter and life cycle management based on the administration aurthority. The management arrange to application running in edge computing platform in 5G management is FFS.
4
Detailed proposal

Proposed to endorse conclusion as following to support 3rd party service deployment:

· 
· Capability configuration and re-configuration of network slice instance that support 3rd party service deployment:

· UPF selection

· Traffic steering - from the UPF to the local data network
· Exposure of network information and capabilities to the application functions

· Session continuity
