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1
Decision/action requested

The group is asked to discuss the proposal.
2
Rationale
The function of the policy validation on PAF has been removed from the concept section acoording to the agreement on last meeting. In order to keep alignment with the PAF concept, it requires updating the corresponding description in the UCs.
3
Proposal
	1st Modified Section


5.1 Use cases for network deployment 

5.1.1 Deploy the network function in specific location

5.1.1.1 Introduction and assumption

According to the network design and deployment location requirement, operator usually requires some specific type virtualized network function to be deployed in specific DC (data centre) or central office. Moreover, for some dedicated network function, which need specific virtualized or hardware resource capability, operator need select appropriate resource in the data centre to deploy it.  

The assumptions are:

1) The operator has two types’ DCs, core DCs are centralized in some individual region and edge DCs are distributed in most cities.

2) The operator determines core DC supports the control plane network function which handles signalling and edge DC supports the media plane or forwarding plane network function which handles session service and data service. 

3) The operator need deploy IMS network and determine CSCF should be deployed in core DC and SBC should be in edge DC, where the hardware resource should support the capability of transcoding and encryption and decryption.

5.1.1.2 Actor and roles

1. PAF creates the IMS deployment policy.  

2. PF executes the IMS deployment policy and can store the policy. 

3. PSE stores the IMS deployment policy. It exists standalone or is embedded in PF.
4. PVF evaluates the policy execution.
5.1.1.3 Pre-condition

1. The operator designs the IMS network deployment requirement and need deploy the network based on the requirement. 

2. Management systems (i.e. OSS, EMS and NFV-MANO system) are running normally. 

Note: The relation between PAF/PF/PSE and management system is FFS.
5.1.1.4 Description

1. The operator sets up the IMS network deployment policy through PAF.


-If exists standalone policy storage entity (PSE), the operator can create the policy into PSE. The policy is:


For the IMS network, CSCF is allowed to be deployed in core DC and SBC is only allowed to be deployed in edge DC, where the hardware resource should support the capability of transcoding and encryption and decryption.


Or,


-If the PSE is embedded in PF, the PAF can create the policy into PF. 

2. The PAF activates the policy and notifies related PF. 

3. The PF follows the policy to design the IMS network then the IMS network is instantiated by the management system.


Note: whether and how NSD or VNFD supports the policy is FFS.
4. The PF informs the PAF the policy has been executed. 
5. The PAF requests PVF to evaluate the effectiveness of the policy execution if needed. 
6. The PVF evaluates the effectiveness of the policy according to the result of the policy execution. In this case the effectiveness is CSCF(s) and SBC(s) in the IMS network are deployed in appropriate DCs and on appropriate hardware resource. 

5.1.1.5 Post-condition 

The IMS network is correctly configured and normally running.

	Next Modified Section


5.1.2 Deploy the corresponding network functions in different location

5.1.2.1 Introduction and assumption

According to the network design, load balancing, redundancy and restoration requirement, operator usually requires some virtualized network functions with same functionality cannot be deployed in the same resource pool, which is controlled by one VIM, even they cannot be deployed in the same DC.  

The assumptions are:

1) The operator determines to deploy one IMS network with 3 load sharing CSCFs. 

2) The operator determines it is not allowed to deploy more than 2 CSCFs in the same core DC.

5.1.2.2 Actor and roles

1. PAF creates the IMS deployment policy.  

2. PF executes the IMS deployment policy and can store the policy. 

3. PSE stores the IMS deployment policy. It exists standalone or is embedded in PF.

4. PVF evaluates the policy execution.
5.1.2.3 Pre-condition

1. The operator designs the IMS network deployment requirement and need deploy the network based on the requirement. 

2. Management systems (i.e. OSS, EMS and NFV-MANO system) are running normally. 

Note: The relation between PAF/PF/PSE and management system is FFS.

5.1.2.4 Description

1. The operator sets up the IMS network deployment policy through PAF.


-If exists standalone policy storage entity (PSE), the operator can create the policy into PSE. The policy is:


For the IMS network, each CSCF should be deployed in a standalone core DC. And it is not allowed to deploy more than 2 CSCFs in the same core DC.


Or,


-If the PSE is embedded in PF, the PAF can create the policy into PF. 

2. The PAF activates the policy and notifies related PF.

3. The PF follows the deployment policy to design the IMS network then the IMS network is instantiated by the management system.

  Note : whether and how NSD or VNFD supports the policy is FFS.
4. The PF informs the PAF the policy has been executed. 
5. The PAF requests PVF to evaluate the effectiveness ofthe policy execution if needed. 
6. The PVF evaluates  the effectiveness of the policy according to the result of the policy execution. In this case the effectiveness is all CSCFs in the IMS network are deployed in appropriate DCs. 
5.1.2.5 Post-condition 

The IMS network is correctly configured and normally running.
	Next Modified Section


5.1.3 Deploy the network function based on certain location constraints

5.1.3.1 Introduction and assumption

According to the IMS and EPC network design and the requirement of avoiding media detour which may cause the transport network congestion, operator usually requires one kind of the network functions should be adjacent to another kind of the network functions. 

The adjacent relationship means the two kinds of network functions, which interact with each other, should be deployed in the same DC or in the nearby same type DCs. 

For instance, 

Instance1: For IMS network, the IMS SBC (Session Border Controller) should be adjacent to EPC SAE GW (Serving-GW/PDN-GW). 

When the SAE GW is in the core DC (if it is virtualized) or centralized central office (if it is non-virtualized), the virtualized SBC should not be allowed to be deployed in the edge DC (as shown Figure 5.1.3-1) due to the voice flow detour, when the SAE GW is in the edge DC or remote central office, the virtualized SBC is better to be deployed in the edge DC (as shown in Figure 5.1.3-2) to avoid voice flow detour.
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Figure 5.1.3-1 voice flow detour if SBC is not adjacent to SAE GW 
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Figure 5.1.3-2 no voice flow detour if SBC is adjacent to SAE GW
Instance2: For EPC network, there is the similar requirement that the SAE GW should be adjacent to some content resource (e.g. CDN cache point). 

When the CDN cache is in the edge DC, the virtualized SAE GW should not be allowed to be deployed in the core DC, when the CDN cache is in the core DC, the virtualized SAE GW is better to be deployed in the core DC.

The assumptions are (for Instance1):

1) The operator has two types’ DCs, core DCs are centralized in some individual region and edge DCs are distributed in most cities.

2) The operator need deploy IMS network in one region and the EPC network has already been running.

5.1.3.2 Actor and roles

1. PAF creates the IMS deployment policy.  

2. PF executes the IMS deployment policy and can store the policy. 

3. PSE stores the IMS deployment policy. It is standalone or is embedded in PF.

4. PVF evaluates the policy execution.
5.1.3.3 Pre-condition

1. The operator designs the IMS network deployment requirement and need deploy the network based on the requirement. 

2. Management systems (i.e. NM, EM and NFV-MANO system) are running normally. 

3. The PF has the adjacent location information of the data centre(s) and central office(s).

   Editor’s note: How the PF gets the adjacent location information is FFS. 

5.1.3.4 Description

1. The operator sets up the IMS network deployment policy through PAF.


-If exists standalone policy storage entity (PSE), the operator can create the policy into PSE. The policy is:


For the IMS network, virtualized SBC should be deployed adjacently to the SAE GW(S-GW/P-GW) which it interacts with. That is when the SAE GW is in the core DC (if it is virtualized) or centralized central office (if it is non-virtualized), the virtualized SBC should not be allowed to be deployed in the edge DC, when the SAE GW is in the edge DC or remote central office, the virtualized SBC is better to be deployed in the edge DC.



Or,


-If the PSE is embedded in PF, the PAF can create the policy into PF. 

2. The PAF delivers the policy to PF and activates the policy if needed. 

3. The PF follows the policy to design the IMS network and determine the virtualized SBC location after getting the SAE GW location.
4. The management systems follow the location constraint to design template (e.g. NSD or VNFD) and instantiate the IMS network.
5. The PF informs the PAF the policy has been executed. 
6. The PAF requests PVF to evaluate the effectiveness of the policy execution if needed. 
7. The PVF evaluates the effectiveness of the policy according to the result of the policy execution. In this case the effectiveness is the virtualized SBC is deployed adjacently to the running SAE GW. 

5.1.3.5 Post-condition 

The IMS network is correctly configured and normally running.
	End of Modified Section
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