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Rationale

In clause 4.2.1 of [1], the components of VNF and its relation to NFVI are depicted as below:


The contribution examines in more detail the relation between VNF application and VNF platform and their relations to external entities, such as NFVI, VNFM and EM. It proposes two changes to [1].

Change 1:

The term ‘platform’ can be misleading. We suggest using another term, such as “middleware”. 
The “middleware” content varies and is dependent on VNF deployment scenarios, described in section 5.3.2: Virtualization and Container Awareness of [3], such that: 
· It contains “libraries with Guest OS” if VNF is deployed in VM deployment scenario or in bare-metal deployment scenario;
· It contains “libraries” if VNF is deployed in Container deployment scenario.

Change 2:
Add an Annex (Information) that illustrates the three VNF deployment scenarios.
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Proposal
	1st Modified Section


4.2 
Concepts

4.2.1 
NE and VNF

1. The components of NE can be shown as below:


 

Figure 4.2.1-1 NE components

2. The components of VNF can be shown as below:


Figure 4.2.1-2 VNF components

The VNF is composed of two parts: one part is called ‘application’, another part is called ‘middleware’ . 

3. Examples for the NE instance 

The same telecommunication function of an NE instance could be carried as illustrated in the following examples:

Example 1: One VNF instance composed of one or more VNFCs running on NFVI 

Example 2: NF running on non-standardized hardware, the NF is vendor defined network function.
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Editor Note: Replace ‘Platform’ with ‘Middleware’ in the diagram above.
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6.2  
Management Interfaces

6.2.1 
Overview
The following clauses describe the high level functionalities of the Itf-N interface, the Os-Ma-nfvo, Ve-Vnfm-em and Ve-Vnfm-vnf reference points from 3GPP perspective. 
6.2.2
Itf-N 
The interface is used for FCAPS exchanges between NM and EM/DM, which includes both VNF and physical NE FCAPS management functions.

6.2.3
Os-Ma-nfvo
This reference point is mainly used for network service and VNF lifecycle management and the information delivery of NFVI capacity information, policy information etc.
6.2.4
Ve-Vnfm-em and Ve-Vnfm-vnf
These reference points are mainly used for VNF lifecycle management, the information delivery of VNF and VR failure or performance measurement information and virtualization configuration etc.
Annex A: (informative): VNF deployment scenarios
Following is a diagram depicting examples of VNF (application and middleware) in the three ETSI NFV defined deployment scenarios. 
The “middleware” content varies and is dependent on VNF deployment scenarios, described in section 5.3.2: Virtualization and Container Awareness of [3], such that: 
· It contains “libraries with Guest OS” if VNF is deployed in VM deployment scenario or in bare-metal deployment scenario;

· It contains “libraries” if VNF is deployed in Container deployment scenario.
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Figure 1: Examples of the three VNF deployment scenarios

1. The VNF (i.e. its contents) is a vendor deliverable. 
2. The column A represents one of the three ETSI NFV defined deployment scenarios, i.e. VM based. The column B represents the Container-based deployment scenario. These two deployment scenarios abstract the hardware to ensure portability of applications. See clause 9.2 of [3]. The column C represents the bare-metal deployment scenario.  This scenario supports deployment of virtual machine (a vendor deliverable) directly installed on hardware. See 9.2 of [3]. See also 7.2.4.3 of [2].

3. In the VM based deployment scenario, the Hypervisor Host OS which runs on the hardware supports various isolated VMs (e.g. VNFs in the diagram). The Hypervisor and Host OS provides the ETSI-defined execution environment (Vn-Nf ) for the VN (e.g. VNFs in the diagram). An example note1 of a Guest OS can be “Mac OS X 10.5.8 Server” assuming this is a Guest OS that the Hypervisor Host OS supports.

4. In the Container based deployment scenario, the Host OS which runs on the hardware can support multiple isolated Containers (e.g. VNFs in the diagram). Unlike the VM based deployment scenario, each VNF instance does not require a Guest OS. All VNFs use the same Host OS. The Host OS provides the ETSI-defined execution environment (Vn-Nf) for the VNF. The Linux note1 Kernel is an example of Host OS in this deployment scenario.

5. In the bare-metal deployment scenario, the hardware provides the ETSI-defined execution environment (Vn-Nf) for the VNF, a collection of Application, Libraries and the Guest OS).
6. A VNF has executable code whose behaviour depends on some VNF parameters values whose values are not factory set but need to be set at VNF instantiation time (i.e. before VNF can execute properly in the ETSI-defined execution environment provided by NFVI). 

Note 1: The products named in this document are for the convenience of users of the present document and does not constitute an endorsement by 3GPP of the products.
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