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Rationale

The contribution presents an analysis of the Problem statement: MLB algorithm misalignment. See subcluase 4.2.1.3.1 and 4.2.1.3.2 of [1] for the MLB algorithms misalignment problem statement and the analysis of the problem statement respectively.   
The [2] presents two possible solutions for the Problem statement.

This contribution presents analysis of the two possible solutions of [2].

The intent is to request approval of this analysis, along with the two proposed solutions [2], for inclusion in the TR.
The analysis of the Problem statement and the proposed two solutions, captured in a current email approval item “S5‑162236 pCR to TR 32.860 Potential solutions”, are included below for ease of reference. 
“

4.2.1.3.2
Analysis of the problem statement
The goal of the proprietary algorithm under investigation is “to keep the load of the eNB between L and H (values are factory configuration), for which purpose offload to another eNB may be requested”. 

The following Table illustrates the context where problem exists. 

	
	L
	H
	Load is…

	eNB1
	L1= 70
	H1= 85
	75

	eNB2
	L2= 80
	H2= 90
	91


The eNB2 knows (is aware of) the RED values in the Table above. The RED values affect the eNB2 proprietary algorithm behaviour (actions).

One feature of this proprietary algorithm is that an eNB (e.g. the single cell eNB2 as used in Problem Statement) would consider his neighbours (e.g. the eNB1) would have the same L values as that of itself (L2). 

Therefore, when eNB2 a) knows eNB1 loading is 75% and b) eNB2 ‘thinks’ eNB1’s  L1 is the same as eNB2’s, i.e. 80% and c) eNB1’s loading (75%) is less than L2 (80%), eNB2 concludes that eNB1 would accept offload request and start requesting offload. 

As illustrated in the Problem Statement, “the eNB#1 will be rejecting offload requests” because its load (75%) is greater than L1 (70%). This result in the problem: “No load balancing actions will happen”.
Operator, who considers using such proprietary algorithm, knows its behaviour and in particular, knows the risk of “no load balancing actions will happen” situation depicted by the Problem Statement. When operator decides to deploy the said proprietary algorithm with the two factory configured L/H values, operator knows and accepts the risk of “no load balancing actions will happen” on specific loading conditions. If the operator does not want to take such risk, the operator would need to replace this proprietary algorithm. 

The problem is caused by the fact that the factory configured L/H values are not coordinated and results in eNB2 algorithm guessing, wrongly, the eNB1 L value.
This problem will be more common, comparatively speaking, in a single-vendor environment where the algorithms have higher chance to be identical.
4.2.1.3.3
Potential solutions

Potential solution #1.

One possible solution is to make the following parameters L, H available for configuration via OAM:

-
if the eNB load < L, the eNB should not issue offload requests to the neighbour eNB. 

-
if the eNB load > H, the eNB should not accept offload requests from the neighbour eNB. 
Potential solution #2
Another possible solution is to make the parameters L, H available for configuration via OAM so that the eNB is expected to do its best to keep the load between these two thresholds. 

“

4.
Detailed proposal

	First modified sections


4.2.1.3.4
Analysis of potential solutions

The Problem statement makes two assumptions.

1. The eNBs uses identical algorithms, i.e. eNB does not accept offload requests when it is loaded over L and tries to offload when it is over H.

2. Each eNB knows its own L/H values and assumes neighbouring eNBs are using the same L/H values.
As documented in 4.2.1.3.2, Operator, who considers using such proprietary algorithm, knows its behaviour and in particular, knows the risk of “no load balancing actions will happen” situation depicted by the Problem Statement. When operator decides to deploy the said proprietary algorithm with the two factory configured L/H values, operator knows and accepts the risk of “no load balancing actions will happen” on specific loading conditions. An alternative solution for the problem is that if the operator does not want to take such risk, the operator would need to avoid use of this proprietary algorithm. 
The proprietary D-MLB algorithm for offload action is assumed to be: “request offload when its load is over its H” (see point 1 above). 

The potential solution#1 algorithm to request offload action is different than one assumed (see point 1 above). It is now “if the eNB load < L, the eNB should not issue offload requests to the neighbour eNB”. The solution requires a change in the algorithm design approach. 
The potential solution#2 for offload action and reaction to incoming offload request can require changes to D-MLB proprietary algorithms. For example, the potential solution#2 would require changes to D-MLB whose behaviour is assumed in 1 and 2 above. This solution requires a change in the algorithm design approach. This solution might not be applicable to all D-MLB proprietary algorithms.
The potential solution#1 and #2 requires the use of L and H. Not all proprietary algorithms might use a static setting of L and H for triggering its action to request offload or to accept incoming offload request. 

Use of a scheme that uses load information only (and does not use other information such as cell coverage or if some percent of eNB load is carrying non-GBR traffic given that the eNB can discard non-GBR traffic to accept offload request) may not be optimal.
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