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1	Decision/action requested
Discuss and approve on the text proposal.
2	References
[REF-A]	TR 32.842 “Telecommunication management; Study on network management of Virtualized Networks”.
3	Rationale
Editor’s note in clause 5.1.5.1 requests clarifying the statement about “Refer to clause 5.1.4 in the present document for another option”.
The purpose of the UC “Failure management when the alarm is generated by VNFC” is to highlight the need of reporting about failures that are particularly relevant to the deployment of the VNF and constituent VNFCs on the virtualized infrastructure, and not to the specific VNF application faults. Therefore, it should not be stated as an option to UC in clause 5.1.4, but rather as complementary.

4	Detailed proposal
It is proposed to make the following changes to TR 32.842 v121 [REF-A].

	1st proposed change



[bookmark: _Toc425927125][bookmark: _Toc425931487][bookmark: _Toc426098969]5.1.5	Failure management when the alarm is generated by VNFC
[bookmark: _Toc425927126][bookmark: _Toc425931488][bookmark: _Toc426098970]5.1.5.1	Introduction
A VNF can be composed of a single or multiple VNF component(s) (VNFC). A VNFC is an internal component of a VNF providing a sub-set of that VNF's functionality defined by a VNF Provider, with the main characteristic that a single instance of this component maps one-to-one to a single virtualisation container [7]. A virtualisation container is a partition of a compute node that provides an isolated virtualized computation environment. An example of a virtualization container is a virtual machine (VM).
A single VNFC can fail due to diverse reasons. A pPossible failures may can be related to virtualization aspects (e.g., configuration of VNF deployment specific parameters, affect drivers, the operating system supporting the VNFC-application specific software, the VNFC-application specific software itself, or even due to own VNF deploymentinteraction of a VNFC with another VNFC, etc.) specific errors. Such failures can affect the overall VNF and need to be reported to trigger the automatic or on-demand healing of the VNF.
This use case exemplifies the failure management when the alarm is generated by the VNFC and such alarm is in the first instance sent to the VNFM (refer to clause 11.2 in [8] and step 4.2 in clause B.6 in [2] for examples). Refer to clause 5.1.4 in the present document for another option.
Editor note: This UC will be re-examined when the meaning of "Refer to clause 5.1.4 in the present document for another option" is clarified.
[bookmark: _Toc425927127][bookmark: _Toc425931489][bookmark: _Toc426098971]5.1.5.2	Actor
ETSI MANO VNFM.
[bookmark: _Toc425927128][bookmark: _Toc425931490][bookmark: _Toc426098972]5.1.5.3	Pre-condition
The NFV management and orchestration (ETSI MANO) operation is active.
[bookmark: _GoBack]The 3GPP management operation is active.
The VNF is instantiated, configured (both deployment and application) and running.
The VNF may have detected an application failure and be already reported to EM.
[bookmark: _Toc425927129][bookmark: _Toc425931491][bookmark: _Toc426098973]5.1.5.4	Description
The following steps are executed:
1.	The VNFC detects a failure, e.g., concerning its own virtualization context (e.g. configuration of VNF deployment specific parametersdrivers, operating system, software, etc.), or the own VNF deployment (e.g. interaction of a VNFC with another VNFC).
2.	The VNF notifies the VNFM about the VNFC failure.
3.	The VNFM can correlate the VNFC failure with other virtualised resources failures received [2].
4.	In the case that the corrective action needs to be performed by the VNFM and the auto-healing is enabled, the VNFM can execute automatically the healing process notifying to the EM about the start and completion of the healing operation [2]. If the auto-healing is not enabled or the healing operation is not successful, the VNFM sends a notification of VNF failure to the EM.
5.	Same steps as stated in 3~7 in clause 5.1.2.4. 
[bookmark: _Toc425927130][bookmark: _Toc425931492][bookmark: _Toc426098974]5.1.5.5	Post-condition
If the VNF has self-healed, the network operation works normally, the operator knows the recovery from the VNF failure. If not, the operator knows about the VNF failure.
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