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1
Decision/action requested

Discuss and agree
2
References

[1]
TR 32.860-060

[2]
3GPP TS 36.423: "Evolved Universal Terrestrial Radio Access Network (E-UTRAN); X2 Application Protocol (X2AP)".

3
Rationale

3GPP Distributed SON on Mobility Load Balancing (D-MLB) is currently specified by RAN3 [2].

The TR 32.860 [1] scope is to evaluate if D-MLB performance can be improved.

The TR 32.860 [1] currently have defined one Problem Statement labelled as “MLB algorithm misalignment” (see subclause 4.2.1.3 of [1]) and quoted below. This pCR reports an analysis of the Problem Statement for inclusion in the TR. This pCR also makes explicit assumptions of the Problem Statement context.
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4.2.1.3
MLB algorithms misalignment 

4.2.1.3.1
Problem statement
The following example includes two eNBs from different vendors in which MLB decision algorithms are not aligned. Then the eNBs exchange correct X2 messages and properly understand each other, but real load balancing may not happen. To make the case stronger, in this example two eNBs are using similar algorithms and only configuration parameters of the algorithm are different:

-
eNB#1 (vendor #1), stops accepting offload requests when it is loaded over 70% and tries to offload when it is over 85% 

-
For eNB#2 (vendor #2) these thresholds are 80% and 90%. 

The load is measured using one of metrics defined in TS 32.425 or their derivatives (average, peak etc.) or proprietary metrics. For the purpose of comparison it is assumed that 100% of load at the eNB#1 are equivalent to 100% of load at the eNB#2. 

Suppose that eNB#1 is at 70% and eNB2 goes over 90%. Then eNB#2 will permanently try to offload and eNB#1 will be rejecting offload requests. No load balancing actions will happen.
Assumption 1: The two eNBs’ D-MLB algorithms are identical. Only the values of the configuration parameters of the two algorithms are different.

4.2.1.3.2
Solution #1
Overall Problem Statement:

The Problem statement is illustrated by using two eNBs from different vendors in which MLB decision algorithms are not aligned. The two eNBs are using similar algorithms and only configuration parameters of the algorithm are different. 

The eNBs exchange correct X2 messages and properly understand each other, but load balancing may not happen.
Assume that the algorithms of eNB#1 and eNB#2 use load information only (and do not use other information). 

Given the loading situation as described in the Problem statement and illustrated by the Table below, one can conclude that load balancing will not happen, i.e. eNB#2 will repeatedly try to offload and eNB#1 will repeatedly reject offload requests.

Table 1: (Old) configuration parameters’ values and (old) load situation result in (old) problem
	
	Rejects offload request when load is…
	Attempts offload when load is…
	Load is…

	eNB1
	>70
	> 85
	= = 70

	eNB2
	>80
	> 90
	> 90


A Proposed solution:

A proposed solution is to adjust the eNB#1 or eNB#2 configuration parameter values to that shown in the column 2 and 3 of the Table below. Using this (new) configuration parameters values, while the load situation is the same, would eliminate the (old) problem stated (revealed in Table 1 above). 

Table 2: (New) configuration parameters’ values and (old) load situation resolve the (old) problem
	
	Rejects offload request when load is…
	Attempts offload when load is…
	Load is…

	eNB1
	> 80
	> 82
	= = 70

	eNB2
	> 80
	> 82
	> 90


Analysis of proposed solution:

However, using the (new) configuration parameters’ values (see above Table) would introduce a new problem, i.e. eNB#2 will repeatedly try to offload and eNB#1 will repeatedly reject offload requests when eNB1 load=80 and eNB2=82  (see Table 3 below). 

Table 3: (New) configuration parameters’ values and (new) load situation introduce (new) problem
	
	Rejects offload request when load is…
	Attempts offload when load is…
	Load is…

	eNB1
	> 80
	> 82
	= = 80

	eNB2
	> 80
	> 82
	> 82


In other words, there is always a problem (if one calls such a problem) as the algorithms of eNB#1 and eNB#2 use load information only (and do not use other information).  The problem is due to the false constraint of limiting offloading to situations of load threshold crossing and can be generalized as follows:

Problem occurs when eNB1 load reaches its threshold to reject offload request and when eNB2 load reaches its threshold to attempt offload. This generalization is shown in Table below.

Table 4: configuration parameters’ values and load situation result failure always
	
	Rejects offload request when load is…
	Attempts offload when load is…
	Load is…

	eNB1
	> X1
	> X2
	= = X1

	eNB2
	> Y1
	> Y2
	> Y2


In addition to the ‘false constraint’ identified above, note as well that when the algorithms of eNB#1 and eNB#2 are using load information only (and do not use other information):  
· The Table 2 configuration parameters’ values will result in higher frequency of handovers compared to case if Table 1 configuration parameters’ values are used. For example, Table 2’s eNB1 would reject offload request at load > 80 (instead of load > 70 set in Table 1).  For example, eNB1 would trigger handovers when its load > 82 (instead of load > 85 set in Table 1). The resources to handle this higher frequency of handovers may not be necessary (therefore, wasted) because there is no guarantee that the estimated load (eNB1 load = = 70, eNB2 load=90) would occur in the future.  
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