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Rationale

The intention is to clarify UCs as by now, the terminology has been understood and agreed. Clarifications of text and editorial corrections have been proposed.
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Proposal
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5.2
Use cases for Configuration Management 
5.2.1
VNF instantiation and configuration
5.2.1.1
Introduction

This use case is intended to show how a VNF is instantiated where PNF and VNF exist. 
5.2.1.2
Actor
3GPP EM (request originated by itself or by NM), ETSI MANO NFVO (request originated by NM).
5.2.1.3
Pre-condition
NM or EM detects that the PNF or VNF is overloaded and no VNF can be expanded to take over the load, in this case, NM or EM determines to initiate a new VNF instantiation.
5.2.1.4
Description

1.
The request to instantiate a new VNF can come from NM (see step 1, in clause B.3.1.2 [2]), or EM (see step 1, in clause B.3.2.1 [2]).  

2.
NFVO may call VNFM to instantiate the VNF, and request VIM to allocate the resources required by the VNF instance (see steps 4 – 12 in B.3.1.2 [2]), if the request comes from NM. Otherwise, EM may call VNFM to instantiate the VNF, and request VIM to allocate the resources required by the VNF instance (see steps 1 – 8 in B.3.2.1 [2]).

3.
After the successful resources allocation by VIM, VNFM configures the VNF with VNF deployment specific parameters, and notifies EM of the new VNF (see step 13, in clause B.3.1.2 [2]).
4.
EM then configures the VNF with application specific parameters (see step 14, in clause B.3.1.2 [2], and step 13, in clause B.3.2.2 [2]).

5.
NFVO acknowledges the completion of the VNF instantiation to NM after VNFM acknowledges the completion of the VNF instantiation (see steps 15 – 16, in clause B.3.1.2 [2]).
5.2.1.5
Post-condition
A new VNF is instantiated and its application specific parameters are configured to mitigate the overloaded PNF or VNF.
5.2.2
NFV configuration management
5.2.2.1
Introduction

3GPP Configuration Management (CM) has the system modification functions and system monitoring functions (as described in [4]). It can support the operations of NE creation/deletion/conditioning and the other operations of information request/report or report control. NE can be configured into service or out of service, and the NM can get the object creation/deletion and object attribute value change or state change notifications of NE.

NFV configuration management includes the configuration of VNF application specific parameters (3GPP mobile service related) and the configuration of VNF deployment specific parameters (non-3GPP mobile service related).
From 3GPP perspective, NE object and configuration parameters (e.g. identification, port, neighbour relation) are modelled as the Information Object Class attributes of CM. An example of IOC would be the MMEFunction defined in [5]. ETSI NFV MANO refers to IOC attributes as VNF application specific parameters. 
The decoupling of software and hardware in NFV scenario gives rise to the need to model VNF deployment specific parameters  in a way that is applicable to all SDO's defined nodes. And VNF application specific parameters may need to be changed or enhanced by 3GPP. 

Also, after the VNF deployment specific parameters or VNF application specific parameters are changed by VNFM or EM, EM should notify NM the necessary parameter change using CM capabilities (as described in [4]). 

5.2.2.2
Actor
3GPP EM, ETSI MANO NFVO (request originated by 3GPP NM).

5.2.2.3
Pre-condition
Based on the operator’s specified policy, the LCM of VNF is triggered (e.g. scale out operation is issued) by EM or NM.

Before issuing the LCM of VNF operation, EM or VNFM may perform pre-operation activities (e.g. reconfiguring of nodes that are neighbour to the to-be-affected VNF).
5.2.2.4
Description

1. EM sends the VNF LCM operation request to VNFM (e.g. scale VNF, as described in [2], section 7.2.4).

Or

1’.
NM sends the VNF LCM operation request to NFVO and NFVO sends the request to VNFM.

Note 1:
Some VNF LCM operations (as described in [2], section 7.2.4.2), such as the Query VNF and Check VNF instantiation feasibility, may not be applicable in this use case. 

2.
VNFM receives this operation request. It then implements the corresponding operation to the VNF and completes configuration of VNF deployment specific parameters.

3.
After the VNF deployment specific parameters are configured by VNFM, VNF is instantiated, terminated or updated and the resource of the VNF is changed.

4.
VNFM returns the success response to the VNF LCM operation requester using the VNF change notification (as described in [2], section 7.2.5).
5.
If EM is the VNF LCM operation requester, it performs post-operation activities (e.g. adjusting neighbour nodes of the affected VNF, configuring the VNF with application specific parameters). 
See 5.2.3.2. EM notifies NM of all needed VNF resource changes through CM capabilities (as described in [4]). 
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If NM is the VNF LCM operation requester, it instructs EM to perform post-operation activities (e.g. adjusting neighbour nodes of the affected VNF, configuring the VNF with application specific parameters). See 5.2.3.2. EM notifies NM of all needed VNF resource changes through CM capabilities (as described in [4]). 
Note 2:
Whether the 3GPP-defined CM capabilities needs to be enhanced is FFS. The hardware change information may not be needed and they may be replaced by Virtual Machine (VM) information. 

Note 3:
In order to manage the VNF network resource (as in NRM), the VNF application specific parameters, the VNF deployment specific parameters and the physical device parameters are specified or needed to be specified. 3GPP will study whether the VNF application specific parameters of the 3GPP-defined nodes should be changed or enhanced.

5.2.2.5
Post-condition
The configured VNF can be managed by NM/EM and the all affected nodes are operational. The terminated VNF is no longer visible to NM/EM for management.
5.2.3
VNF configuration management by EM in mixed network

5.2.3.1
Introduction

The VNF application specific configuration management is needed during the lifecycle of VNF. The VNF application specific configuration management may be realized by EM and it may include:

1.
Configure the VNF application specific parameters after a VNF is instantiated;

2.
Release logical resource (e.g. managed objects, data structures) dedicated to manage the terminated VNF;

3.
Configure the VNF application specific parameters after a VNF is scaled, upgraded or updated.

Note
Before VNF scale-in/scale-down/termination execution, there might be a need for NM/EM to adjust configuration parameters of nodes neighbour to the subject VNF.

The following use cases may be invoked by other use cases in TR 32.842 when the VNF application specific parameters need to be configured, e.g. NFV configuration management use case in section 5.9.
5.2.3.2
Configure the VNF application specific parameters after a VNF is instantiated

5.2.3.2.1
Introduction 
After the VNF is instantiated, the VNF is in the Instantiated Not Configured state [6]. The VNF application specific parameters should be configured. 
5.2.3.2.2
Actor
ETSI MANO VNFM, 3GPP NM (request originated by NFVO or EM).
5.2.3.2.3
Pre-condition
1.
EM receives the VNF has been instantiated message from VNFM; or

2.
NM receives the VNF has been instantiate message from NFVO; or

3.
NM receives the VNF has been instantiated message from EM.
5.2.3.2.4
Description
1.
Under the pre-condition 2 or pre-condition 3, NM sends a configure VNF application parameters message to EM. 
2.
EM prepares the set of VNF application specific parameters for the newly instantiated VNF and creates the logical resource (e.g. managed objects, data structures) dedicated to manage the subject VNF.
3.
EM performs pre-configuration activities e.g. reconfiguring of nodes that have relation with the subject VNF, if necessary.

4.
EM configures the subject VNF with the prepared VNF application specific parameters (see step 12, in clause B.3.2.1 [2]).
5.2.3.2.5
Post-condition
The VNF is operational.

5.2.3.3
Release logical resource dedicated to manage the terminated VNF
5.2.3.3.1
Introduction 
After the VNF is terminated, EM may want to release its logical resource (e.g. managed objects, data structures) dedicated to manage the terminated VNF.
5.2.3.3.2
Actor

ETSI MANO VNFM, 3GPP NM (request originated by NFVO).
5.2.3.3.3
Pre-condition
1.
EM receives the VNF has terminated message from VNFM; or

2.
NM receives the VNF has terminated message from NFVO.
5.2.3.3.4
Description
1.
Under the pre-condition 2, NM forwards the VNF has terminate message to EM.

2.
EM reconfigures nodes that have relation with the subject VNF, if necessary.

3.
EM releases logical resource (e.g. managed objects, data structures) dedicated to manage the subject VNF.
5.2.3.3.5
Post-condition
The logical resource (e.g. managed objects, data structures) dedicated to manage the subject VNF is released.
5.2.3.4
Configure the VNF application specific parameters after a VNF is scaled, upgraded or updated

5.2.3.4.1
Introduction 
During the VNF lifecycle, VNF can be changed by some VNF LCM operations, such as scale VNF, update VNF or upgrade VNF. After these operations are executed, the VNF application specific parameters may also need to be configured.
5.2.3.4.2
Actor
ETSI MANO VNFM, 3GPP NM (request originated by ETSI MANO NFVO or by 3GPP EM).
5.2.3.4.3
Pre-condition
1.
EM receives the VNF has been scaled message from VNFM; or

2.
NM receives the VNF has been scaled or upgraded or updated message from NFVO; or

3.
NM receives the VNF has been scaled message from EM.
5.2.3.4.4
Description
1.
Under the pre-condition 2 or pre-condition 3, NM decides whether the VNF application specific parameters need to be configured and if needed, NM sends a request to configure VNF application specific parameters to EM.
2.
Under the pre-condition 1, EM decides whether the VNF application specific parameters need to be configured.

3.
If needed, EM: 
-
prepares the VNF application specific parameters to be configured in the subject VNF and update the logical resource (e.g. managed objects, data structures) dedicated to manage the subject VNF; 
-
reconfigures nodes that have relation with the subject VNF, if necessary;

-
reconfigures the subject VNF with the prepared application specific parameters (see step 13, in clause B.4.4.1 and B.4.4.2 [2])
5.2.3.4.5
Post-condition
The VNF application specific parameters are updated.

5.2.4
Automatic re-connection of eNBs after lifecycle management of vMME
5.2.4.1
Introduction
In the mixed network management, the scenario which physical network elements are connected to virtualized network elements should be taken into consideration. Such scenario must have occurred during a migration from the physical NE oriented network to virtualized NE oriented one. This clause considers the case in which non-virtualized eNBs are connected to vMMEs and includes one use case to show automatic re-connection of eNBs after lifecycle management of vMME.
This use case focuses on the recovery of connections between MMEs and eNBs so re-establishment of the connections between UEs and MMEs is out of scope of this use case.
5.2.4.2
 Actor
3GPP NM, 3GPP EM.
5.2.4.3
Pre-condition

NFV management and orchestration operation is active. 3GPP management operation is active.
An MME pool consists of virtualized MMEs only and all vMMEs in the pool are active and controlled by single EM. These vMMEs do not have automatic recovery procedure using redundant back-up system. 
The physical eNBs are connected to vMMEs.
5.2.4.4
Description

1.
All vMMEs of the MME pool have serious failure. The vMME failures result in complete shutdown of the vMMEs. Then the MME pool is completely shutting down based on the assumption described in the Pre-condition section above.

2.
The vMME failures are reported to the EM controlling the MMEs.  The EM determines the root cause and the corrective action which is described in the following steps. 
Editor’s Note: The failure detection and reporting procedure, root cause and impact analysis procedure and triggering procedure of the fault resolution action are FFS.

3.
The EM controlling the MMEs issues sufficient number of Terminate VNF operations (7.2 of [2]) to terminate all vMMEs of the MME pool. For each successful response, the EM issues Instantiate VNF (7.2 of [2]) to instantiate a new VNF instance to replace the terminated vMME.
4.
The EM controlling MME configures the newly instantiated VNFs for vMMEs.
5.
The EM controlling MME notifies NM of vMME’s re-instantiation.

Note: 
The following steps are needed in case an involvement of the EM controlling eNB is necessary for re-establishment of eNB-MME connection. In some cases (e.g., all the newly created vMMEs of the failed MME pool have identical GUMMEI to all those failure vMMEs, or only DNS involvement is needed for re-establishment), EM needs not reconfigure any eNBs. 
6.
NM notifies the EM controlling eNB of vMME’s re-instantiation event. 

7.
The EM controlling eNB adjusts and reconfigures the affected eNBs, if required, e.g. so that the affected eNBs will connect to the newly instantiated and configured vMMEs.
8.
The EM controlling eNB notifies NM of changes of eNBs’ configuration.
5.2.4.5
Post-condition

The eNBs have been successfully reconnected and are in operation.
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